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Abstract
This paper presents a novel technique for building a syllable based
continuous speech recognizer when unannotated transcribed train
data is available. We present two different segmentation algo-
rithms to segment the speech and the corresponding text into com-
parable syllable like units. A group delay based two level seg-
mentation algorithm is proposed to extract accurate syllable units
from the speech data. A rule based text segmentation algorithm is
used to automatically annotate the text corresponding to the speech
into syllable units. Isolated style syllable models are built using
multiple frame size (MFS) and multiple frame rate (MFR) for all
unique syllables by collecting examples from annotated speech.
Experiments performed on Tamil language show that the recogni-
tion performance is comparable to recognizers built using manu-
ally segmented train data. These experiments suggest that system
development cost can be reduced by using minimum manual effort
if sentence level transcription of the speech data is available.
Index Terms: syllable based speech recognition, acoustic group
delay segmentation, text segmentation, annotation.

1. Introduction
The current day challenge in building a continuous speech recog-
nition system is the cost of obtaining the necessary annotated tran-
scribed train data, which is an expensive process in terms of both
manpower and time. A lot of research has gone into unsuper-
vised training techniques using untranscribed data [1]. These ideas
greatly rely on a trusted recognizer, huge amounts of acoustic data
and a good language model. Over the last decade the importance
of syllable based speech recognition systems have been realized
as syllables are known to be acoustically and perceptually sta-
ble units[2]. Unsupervised incremental clustering techniques for
training syllable based recognizers are tried out in [3]. These tech-
niques allow syllable clusters to be automatically formed using an
incrementally built recognizer and then the clusters are manually
labeled. The drawback of this approach is that different similar
sounding syllables often get clustered together resulting in a diffi-
culty in labeling the clusters themselves. Less accurately clustered
data and the manual labour of labeling the clusters make these
techniques less preferable.
In this paper, we assume that sentence level transcriptions are

available for the speech signal. A syllable level segmentation al-
gorithm is applied to the acoustic signal. The sentence text tran-
scriptions are also syllabified using a text segmentation algorithm.
These units are matched to generate the automatic annotations.
Earlier work in [4] shows that, even though the group delay

based segmentation algorithm identifies segment boundaries quite
accurately, 30% of the syllable boundaries are missed. [5] modifies
the algorithm which results in an improvement of 10% boundary
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ction. The limitation of the boundary detection algorithms is
to the fact that the accuracy of the boundaries depend on the
racteristics of the speech signal, especially the variable sylla-
rate across an utterance. We propose a two level segmentation
rithm which utilizes the syllable duration information to re-
ent the units if necessary.

The text segmentation is based on the linguistic rules derived
the language. Any syllable based language can be syllabi-
using these generic rules. To make the text segments exactly
ivalent to the speech units, few language specific rules will be
ul. After the text is segmented, the segmented waveform and
ented text are matched. Multiple realisations of each unique
able are extracted and HMMs are trained for each of the syl-
es. Acoustic models are built using the multiple frame sizes
S) and multiple frame rates (MFR) based feature extraction
nique[6]. This accounts for the spectral variations along time
also the sparsity in train data. The performance of this auto-
ically annotated recognizer (AAR) is compared with that of a
ventional HMM based continuous speech recognizer (CCSR).
ile the AAR recognizer uses syllabified text and continuous
ch with segment boundary information to build the sylla-
models for the continuous speech recognizer, the CCSR tran-
bes continuous speech by automatically detecting and aligning
ndaries.

The paper is organised as follows. Section 2 gives the details
he speech segmentation algorithm including the baseline group
y based segmentation and the modified two level segmenta-
. Section 3 gives the details of the linguistic rules applied to
erate segmented text. The experimental setup including the
ustic model generation, testing and results are discussed in sec-
4. This section also explains the conventional HMM based
tinuous speech recognizer. Section 5 discusses the important
ervations.

2. Group delay based segmentation of
syllable units

his section, we review the baseline algorithm for syllable seg-
tation [5] and then discuss the proposed modifications.

Baseline segmentation algorithm

segmentation algorithm uses a minimum phase signal derived
the short term energy (STE) function as if it were a magnitude
trum. The high energy regions in the STE function correspond
he syllable nuclei while the valleys at both ends of the nuclei
rmine the syllable boundaries. The algorithm is as follows.

1. Let x(n) be a digitized speech signal of a continuous speech
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utterance.

2. Compute the STE function E(m), using overlapped win-
dows. Since this is viewed as an arbitrary magnitude spec-
trum, let it be denoted as E(K).

3. Construct the symmetric part of the sequence by producing
a lateral inversion of this sequence about the Y-axis. Let it
be denoted as Ẽ(K).

4. Compute (1/Ẽ(K)). Let the resultant sequence be Ẽi(K).

5. Compute IDFT of the sequence Ẽi(K). This resultant se-
quence ẽ(n′) is the root cepstrum and the causal portion of
it has the properties of a minimum phase signal.

6. Compute the minimum phase group delay function of the
windowed causal sequence of ẽ(n′). Let this sequence be

Ẽgd(K). Let the size of the window applied on this causal
sequence, that is, the size of the cepstral lifter be Nc.

7. The location of the positive peaks in the minimum phase
group delay function Ẽgd(K) approximately correspond to
syllable boundaries.

A factor called cepstral lifter (Nc) determines the frequency
resolution in the group delay spectrum. As the duration of an ut-
terance can vary considerably across different utterances, and, the
resolution of segmentation depends crucially on the lifter window,
the lifter window is made to be a function of STE. It is defined as

Nc =
Length of the energy function

Window scale factor(WSF )
(1)

where WSF is an integer> 1. The length of the STE function cor-
responds to the number of samples in the STE function and WSF
represents the scale factor used to truncate the cepstrum. If Nc is
high, resolution is also high, i.e., it can resolve closely spaced syl-
lables. Choice of WSF and ultimately Nc depends on the syllable
rate.

In [7] it was observed that the segmentation algorithm per-
formed poorly during the segmentation of semivowels, fricatives
and long silences. A significant improvement in performance is
observed when the speech signal is first band pass filtered and then
subjected to group delay segmentation. However, spurious bound-
aries are observed at the beginning of a nasal consonant if the res-
olution is high. Long silences also result in spurious boundaries.
A general long silence removal algorithm needs threshold manipu-
lation and is likely to remove low energy units like fricatives. The
low pass filter for removing high frequency fricatives removes the
fricatives as such instead of correcting the boundaries. The un-
detected boundaries in words with semivowels due to their high
energy is resolved using the band pass filter. These measures do
not guarantee the identification of all the boundaries correctly. All
issues revolve around the fact that the whole sentence is segmented
using a single resolution. If the frequency resolutions can be varied
within a sentence, better boundaries can be detected. Long silences
form the first level of boundaries with a low resolution scale factor.
Each individual segments can then be resegmented using high res-
olution scale factors to get accurate boundaries. This idea is cen-
tral to the two level segmentation algorithm described below. The
fricative removal problem is also rectified as no filtering is needed.
On acoustic data of shorter length, the fricative boundaries are bet-
ter identified. The semivowel boundaries are more accurately ex-
tracted using high resolution scale factors on the smaller speech
units obtained after the first level of segmentation.
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e 1: Recognition with single and two-level segmentations

WSF Value 4 5/4 6/3

cognition Performance 37.81% 41.48% 40.43%

1: Two level segmentation of a sample sentence using WSF
n with solid vertical lines) followed byWSF 4 (shown with
vertical lines). The group delay function for the polysyl-
nits with WSF 4 is placed on top of the group delay function
F 5.

wo level segmentation

lid syllable units can be determined using a duration anal-
syllables. [5] shows that a unit of length between 100ms
0ms is a valid syllable. Similar analysis on manually seg-
data of Tamil DDNews [8] gives an average syllable length
ms. A duration of range 56ms to 175ms is assumed to be
In the two level segmentation approach, the speech signal is
nted into large polysyllabic units using a coarse grain win-
d then according to the validity of duration, a second level
entation is performed using a fine grain window.

stated in [5], the WSF value can be varied from 2 to 10. In
o level segmentation, the first phase of coarse segmentation
ormed with a large WSF that will give a low resolution and
polysyllabic or word boundaries are identified. WSF value
r 6 is appropriate for detecting the word boundaries. Each
e polysyllabic units identified through duration analysis is
nted using WSF value of 4 or 3. The low WSF value will
etter resolution and hence, detect the boundaries within a

example for the boundaries detected by the two level seg-
ion is shown in Fig 1. The manual transcription of the sen-
epresented by the speech signal in this figure has 16 sylla-
e units. The baseline segmentation algorithm detected only
them while, the two level segmentation extracted 15. The
ition performance for test data using single and two level
ntations are tabulated in Table 1. Recognition performance
SF values of 4, 5 followed by 4 (5/4) and 6 followed by 3
re shown. The two level segmentation gives better perfor-
as the segmented syllable units are more accurate. In the
ction, we discuss the algorithm for segmenting the text into
e like units.

ext segmentation based on linguistic rules
llable can be defined as a vowel nucleus supported by con-
s on either side, It can be generalized as a C*VC* unit where
consonant and V is a vowel. The linguistic rules to extract
lables segments from a text is generated from spoken Tamil.
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These rules can be generalized to any syllable centric language.
The text is preprocessed to remove any punctuations. Numerals
1,2,3 and 4 in the algorithm represent the position of the alphabet
in the text to be segmented. The basic rules are:

• Check the first character of the word:
• If the first character is a V then
the second character is a C; Check the third character:

– If the third character is a C; Check fourth character:

∗ If 3rd and 4th characters are equal; VCC(123)
is the syllable

∗ else; VC (12) is the syllable
– If the third character is a V ; Then V (1) is the syllable

• If the first character is a C then
Check for second character:

– Second character is a V
The third character has to be aC; Check the 4th char-
acter:

∗ If the fourth character is a C; Check for 5th
character:
5th character is a V ; CV C (123) is the syllable
5th character is a C or a word end;
CV CC(1234) is the syllable

∗ If the fourth character is a V ; CV (12) is the syl-
lable

– Second character is a C; we assume that the
3rd character has to be a vowel, and sub-
sequently the 4th character has to be a C
Check for 5th character:

∗ If the 5th character is a C or a word end; Then
CCVC (1234) is the syllable

∗ If the 5th character is a V ; Then CCV(123) is
the syllable

Text syllabification example using the above mentioned algorithm:
a var sey di yA Lar ha Li tam
V CVC CVC CV CV CVC CV CV CVC

’|’ represents a word boundary. It should be noted that each word
is syllabified separately. After a syllable is identified from a word,
the remaining part of the word is processed again by the algorithm.
The text syllabification algorithm gives units comparable to the
units given by group delay based segmentation. The two units
can be made equivalent by using some specific language or
domain rules. For example, it was observed that almost always
”di ru” was pronounced as a single unit ”diR”. Once the units
are comparable or equivalent the segmented text can annotate
the speech syllables. These syllabified texts can also be used to
analyse syllable structure in the language like frequently occurring
syllables or the syllables that can start or end a sentence. Syllable
based N-gram language models can be built using these rules to
segment large amount of text.

4. Experimental Setup
We use two different approaches to build a continuous speech rec-
ognizer, viz the automatically annotated continuous speech rec-
ognizer (AAR) and a conventional continuous speech recognizer
(CCSR). Both these techniques illustrated in Fig 2 are explained
below in detail.
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AAR Trainer
 segments

nted text

Syllable models
transcription

Output

Segmented test signal

(a) AAR based system

CCSR Trainer

nted text

Syllable models
us signal

Lexicon

transcription

Output

Continuous test signal

(b) CCSR based system

Figure 2: Two different Recognition systems

utomatically annotated recognizer (AAR)

h out this paper, we assume that the sentence level tran-
ons corresponding to the speech are available for the train
he acoustic signal is segmented using the group delay based
ntation algorithm discussed in section 2. The correspond-
t is syllabified using the rules explained in section 3. The
rresponding to the train data is annotated by matching both
egmented units. Once the train data is annotated, the sylla-
ed continuous speech recognition system can be built. The
syllables in the text are identified and the examples are ex-
from the data according to the occurrence. As explained
[6] shows that speaking rate variations can be accounted by
MFS and MFR. This accounts for the spectral variations in
t speaker when compared to the train speakers. Using this
e, multiple examples of a syllable can be extracted from a
utterance of the syllable. Thus, the scarcity of examples
articular syllable is taken care. Models can be built for all
syllables even if the occurrence rate is too low.

e block diagram in Fig 2(a) gives the details of AAR sys-
047 unique syllables are extracted from four Tamil DDNews
ns [8] of 20 minutes duration each. The models are built
HMM based engine with 39 feature vectors which include
stral, velocity and acceleration components each. During
, the test data is segmented using the group delay based seg-
ion and the syllables are recognized in isolated style. Each
train and test data are of different female speakers.

onventional continuous speech recognizer (CCSR)

CSR based technique is shown in Fig 2(b). In this approach,
ment boundary information of the acoustic signal is not
uring training or testing. The syllabified text corresponding
ch signal in the train data is given as input to the recognizer.
ining data for CCSR consists of continuous utterances and,
eral, the boundaries dividing the segments of speech cor-
ding to each underlying sub-word (syllable) model in the
ce are not known. The HMM tool kit uses an Embedded
g mechanism followed by Token Passing model for state
ent. The earlier isolated style approach on the other hand
Baum Welch Training mechanism followed by Viterbi al-
for state alignment. A syllabified dictionary and a list of
le syllable models are also given as input to the recognition
.

e experiments are performed on the same train and test data.
nscriptions of the four Tamil news bulletins used for train-
segmented into syllable like units using the text segmenta-
gorithm. These syllables form the basic syllable models to
lt. The syllabified transcripts along with the acoustic signal



are used as the train data. The same 39 feature vectors used for
AAR are used in this approach.

4.3. MFS and MFR based feature extraction technique
Conventional speech processing systems window the speech sig-
nals into frames assuming the fact that the signal is quasi-
stationary over a short period. The recognition systems built us-
ing single frame size and frame rate may cause problems when the
test speaker’s speaking rate is very different from that of speaker’s
data used during training. [6] explains in detail the MFS and MFR
technique that captures the sudden changes in the spectral infor-
mation. While the MFS takes care of the variations in the features
of the acoustic signal, MFR takes into account the variations in the
speaking rate of a speaker. As shown in [6], both these techniques
can be combined to build a robust acoustic model from limited
number of examples. Thus this method takes care of scarcity of
examples for building a particular syllable model. Features are
extracted from a single signal using multiple frame sizes vary-
ing from 12ms to 20ms and multiple frame rates by varying the
frameshift from 10ms to 18ms.

4.4. Results
The AAR engine is tested using two different methods. The test
data is a single news bulletin of 20 minutes duration not seen dur-
ing training. This data is syllabified using the two level group delay
based segmentation algorithm explained in section 2. The syllable
units thus obtained are tested against the models generated using
the MFS and MFR technique. The two testing techniques are the
use of single frame size (SFS) and the use of MFS/MFR for the test
data. The MFS/MFR technique uses a ranking scheme to extract
the test result from the multiple instances of the same utterance.
The results tabulated in Table 2, compares AAR with the CCSR
engine. The AAR system could not be trained using SFS as syl-
lables are trained in isolated style and not enough examples are
available for all syllables. The CCSR is also tested using the two
methods on the same test data. CCSR uses the MFS/MFR tech-
nique only during training as no voting scheme can be used for the
test output. When train data is doubled, AAR gives a best perfor-
mance of 52.02% when compared to 35.9% using CCSR.

Table 2: Recognition performance with different schemes

Training scheme
Test scheme Test scheme
AAR CCSR

SFS
SFS - SFS 33.42%
MFS - MFS -

MFS
SFS 39.36% SFS 21.17%
MFS 44.52% MFS -

5. Discussions
It is easily seen that AAR gives better performance than CCSR. As
the MFS and MFR based features are used in building the acoustic
models, even if transcription is available for a smaller amount of
train data, a reliable recognition system can be built. This system
can be later on used for bootstrapping or clustering the untran-
scribed train data. As mentioned in [6] the MFS/MFR gives better
results only if used during both testing and training. This accounts
for results of SFS and MFS/MFR for CCSRWe were unable to ap-
ply the MFS/MFR during testing for CCSR. The CCSR in general
gives poorer results for the same train data because the boundary
information is not available. The results shown in this paper are
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ly better than the earlier work in [3] as models are build
the syllables available and no pruning is done on basis of
r of examples available.
e accuracy in the syllable boundaries given by the two level
ntation algorithm explained in section 2 can be attributed
fact that the prosody varies considerably across the utter-
In the proposed technique, the following assumption is
Prosody may vary substantially across words but might be
uniform within a word. The first level segmentation gives
ss boundaries corresponding to large amplitude and large
n polysyllabic segments. The second level segmentation,
entifies the monosyllable boundaries within each polysyl-
egment. The text segmentation rules are mainly linguistic
nd can be enhanced or altered according to the domain or
f speakers. These rules though developed using Tamil, can
ily extended for any syllable timed language.

6. Conclusions
aper talked about two different types of continuous speech
ition engines, It is shown that a syllable based continuous
recognition system can be built using automatically an-
train data. This new approach is used to build a reliable
izer even when a small amount of transcribed unannotated
ata is available. We have presented a novel idea to get bet-
lable boundaries from the group delay based automatic seg-
ion. We also discussed the linguistic rules for syllabifying
e based languages. The recognition performance is shown
etter than a conventional HMM based continuous speech
izer due to the reduction in search space complexity.
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