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Abstract

When applying automatic speech recognition (ASR) to meeting
recordings including spontaneous speech, the performance of ASR
is greatly reduced by the overlap of speech events. In this paper, a
method of separating the overlapping speech events using an adap-
tive beamforming (ABF) framework is proposed. The main feature
of this method is that all the necessary information for the adap-
tation of ABF, including microphone calibration, is obtained from
meeting recordings based on the results of speech event detection.
The performance of the separation is evaluated via ASR using real
meeting recordings.
Index Terms: structuring, meeting recording, separation.

1. Introduction
The analysis, structuring, and automatic speech recognition (ASR)
of meeting recordings has attracted considerable attention in recent
years (e.g., [1, 2]). Especially for small informal meetings, a ma-
jor difficulty of resaerch on such meetings is that the discussion
consists of spontaneous speech, and various types of unexpected
speech/non-speech events may occur. One such event is responses
by listeners such as “Uh-huh” or “I see” being inserted in short
pauses in the main speech. These responses are sometimes very
close to or even overlap the speech of the main speaker, and is dif-
ficult to remove them by segmentation in the time domain. Due
to the insertion of these small speech events, the performance of
ASR is sometimes greatly reduced.

In the field of signal processing, various types of sound sepa-
ration such as blind source separation (BSS) and adaptive beam-
forming (ABF) have been investigated. By using these methods,
signals from different sound sources are separated in the spatial
domain, and thus, can be effective for the separation of speech
events that overlap in the time domain. Regarding BSS, however,
it is difficult to employ this approach for speech event separation
since the length of the overlapping section is often very short and
data sufficient for separation cannot be obtained.

In this paper, a new approach for the separation of overlap-
ping speech events based on the ABF framework is proposed. The
disadvantage of ABF is that information on the location of the tar-
get and interference sources must be given as a form of the target
steering vector and the noise spatial correlation as described later.
Regarding the steering vector, in particular, precise calibration is
required for an individual microphone array, and this hinders mass
production. In this paper, a method of extracting this information
from the non-overlapping section of the meeting recordings based
on the results of speech event detection is proposed.

Figure 1 shows an outline of the proposed method. In the first
half of the method, speech events are detected and the speaker
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Figure 1: Outline of the proposed method.

ach event is identified. In the second half, the overlapping
ons of the speech events are separated based on information
e detected speech events.

2. Detection of Speech Events
Sound Localization

ting data recorded by using a microphone array are segmented
time blocks (the block length is 0.5 s in this paper). The spatial
trum for each block is then estimated by the MUSIC method
xtended to a broadband signal [4]. Peaks in the spatial spec-
indicate the position (direction) of the sound sources.

Clustering of Sound Sources

lustering the positions of peaks in the spatial spectrum col-
d for the entire meeting, the range of each speaker is deter-
d. For clustering, k-means was used in this paper. The num-
f participants is given to the system as the number of clusters.
xample of the distribution of the peak positions and the clus-
g is depicted in Fig.2.

Detection of speech events

re 3(a) shows an example of the peak positions in each block.
this and the ranges of speakers determined in 2.2, the speaker

entified for each peak. These peaks with the speaker being
tified is termed speech events. The adjacent speech events
hich the same speaker is speaking is then merged into a sin-
peech event. An example of the detected and merged speech
ts are shown in Fig.3(b).

September 17-21, Pittsburgh, Pennsylvania



−150 −100 −50 0 50 100 150
0

500

1000

1500

2000

2500

3000

3500

4000

Direction [deg]

Figure 2: Distribution of the peak positions and results of cluster-
ing.

3. Separation of Speech Events
In this section, overlapping speech events are separated using
adaptive/non-adaptive beamformer based on the information of the
detected speech events.

Some types of beamformers are described in the frequency
domain as follows (e.g., [5]):

y(ω, t) = wHx(ω, t) (1)

w =
R−1a

aHR−1a
. (2)

Here, the input vector x(ω, t) consists of the short-term Fourier
transform of the microphone inputs, while y(ω, t) represents the
beamformer output. The vector w consists of the beamformer co-
efficients. Steering vector a consists of the transfer function of
the direct path from the target speaker to the microphones. Matrix
R is termed the noise spatial correlation matrix, and its general
definition is

R = E
h
xN(ω, t)xH

N(ω, t)
i
, (3)

where xN (ω, t) is the input vector generated by only the noise
sources.

In the next sections, a method of obtaining the information re-
quired for constructing the beamformer coefficient vector, namely,
a and R, is proposed.

3.1. Estimation of the Steering Vector a

It is difficult to estimate the steering vector directly from the data
in a block including overlapping speech. Such a block to be sepa-
rated is termed the current block for the sake of convenience. The
steering vector is estimated from the blocks before or after the cur-
rent block in which the target speaker is solely speaking, and the
location of the target is the closest to that in the current block.

First, the blocks in which the target speaker is speaking are
identified using the information of the speech events in the pre-
vious section as depicted in Fig.4. Next, the blocks in which the
target speaker is solely speaking are identified. For identifying the
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(a) Peaks in spatial spectrum in every block
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(b) Detected speech events
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Figure 3: An example of detected speech events.

ts with only one speaker, the following index is used:

E =
1

Nω

ωHX
ωL

λ1(ω)

λ2(ω)
(4)

, λ1(ω) and λ2(ω) are the largest and the second-largest
nvalues of the spatial correlation of the input RI(ω) =
(ω, t)xH(ω, t)

˜
. The symbols [ωL, ωH ] and Nω denote the

e of frequencies of interest and the number of frequencies, re-
tively. It is known that the number of dominant eigenvalues
e spatial correlation matrix corresponds to the number of ef-
ve sound sources (e.g., [5]). When there is a single effective
ce, a single eigenvalue becomes dominant. When there are
or more sources, on the other hand, there are two or more
inant eigenvalues. Thus, in the blocks with only one speaker,
xpected that this index E becomes large. The blocks in which
larger than a certain threshold are identified as the block with
one speaker. The identified set of blocks is denoted as Ψ.

Next, an optimal block for estimating the steering vector is
rmined from the set of blocks Ψ. As a criterion for selecting
ptimal block, the following difference in the estimated source
tion is used:

ñ = arg

»
min
n∈Ψ

(|θn − θ̂|)
–

(5)

, ñ is the selected block number. The symbol θ̂ is the esti-
d direction of the target source in the block to be separated
ent block). The direction θn is the one estimated in the nth
idate block in Ψ. Since both of the estimated directions, θ̂
θn, are digitized, the candidates selected using (5) may not be
ue. When several candidates are selected, a single candidate



{ , , }an nn
� �^

K
l

C

Candidates Current
Block

Current
Block Candidates

(a) Estimation of Steering Vector

(b) Estimation of Noise Correlation

Target

Interference

Target

Interference

Figure 4: Estimation of the steering vector and the noise correla-
tion.

is further selected by using the index E as follows:

n̂ = arg

»
max
n∈Ψ̃

En

–
(6)

Here, En denotes the index E at the nth candidate. The symbol Ψ̃
denotes the set of blocks selected by (5).

Once the optimal block is determined, the steering vector can
be estimated by extracting the eigenvector of the correlation ma-
trix corresponding to the largest eigenvalue. This is because the
subspace spanned by the steering vectors and the eigenvectors cor-
responding to the dominant eigenvalues are identical (signal sub-
space) [5]. When there is only a single source, the dimension of
this subspace becomes one, and it is obvious that the direction of
the steering vector for the target speaker and that of the eigenvector
corresponding to the single dominant eigenvalue are identical.

3.2. Estimation of the Noise Spatial Correlation R

Since xN(ω, t) cannot be observed separately in the current block,
the ideal noise correlation R is also not available. In a manner
similar to the estimation of the steering vector, the noise correla-
tion is estimated from the blocks before or after the current block.
First, the blocks in which the overlapping speaker (noise source) is
speaking and the target speaker is not speaking are selected based
on the information of the speech events as depicted in Fig.4. The
set of the spatial correlation calculated in these blocks is denoted
as Φ = [K1, · · · ,KL]. When the noise correlation selected from
these candidates has spatial characteristics close to that of the noise
in the current block, the beamformer becomes an approximation of
the maximum likelihood (ML) adaptive beamformer.

In addition to the set of the candidates Φ, two other candidates
of the noise correlation are taken into account to enhance the per-
formance of the separation and the speech enhancement. The first
one is the identity matrix I, which is the theoretical noise corre-
lation when the noise is spatially white. A beamformer using I is
termed a delay-and-sum (DS) beamformer. Even when the target
speaker is solely speaking, there is room reverberation that reduces
the performance of ASR. By applying this beamformer in the sec-
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Figure 5: Selected beamforming algorithm.

with only one speaker, the effect of speech enhancement is
cted.
Another candidate is the correlation calculated in the current
k. This correlation is denoted as C. The correlation C dif-
from the ideal noise correlation R since not only the noise but
the target signal is included in C. When the noise is dom-
t in the current block, however, R � C, and the noise is
tively reduced since the characteristics of noise used in the
former perfectly match those of the current block. When the
of the target is comparable to or larger than that of the noise,

ever, the noise reduction performance is lower than that of the
beamformer. When C is employed, the beamformer is termed
nimum variance (MV) beamformer.
For selecting the noise correlation from the candidates de-
ed above, a criterion similar to that used in the MV beam-
er, i.e., the output power of the beamformer in the current
k, is used as follows:

R̂ = arg min
R∈Φ,I,C

wHCw (7)

where w =
R−1â

âHR−1â
(8)

), wHCw represents the output power of the beamformer. As
ering vector in the beamformer coefficient vector w, the one
ted in the previous subsection, â, is used.

Figure 5 shows an example of the selection of the beamformer
the above three types of beamformers, namely, DS, ML, and
In this example, speaker #6 is the target, while speaker #4

e overlapping speaker. The symbol “OT” denotes the other
kers. When the target speaker was solely speaking, the DS
former was mostly selected. When the overlapping speaker

speaking, the ML or MV beamformer was selected. When the
e is dominant such as the “OT” event at the time t = 35 s
nd of a cough by another speaker), the MV beamformer was
ted. Therefore, it can be seen that three types of beamformers



Figure 6: Microphone array used as an input device.
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Figure 7: An example of speech event separation.

were selected by (7) according to the situation.

3.3. Filtering

Using the estimated steering vector â and the noise correlation R̂,
the beamformer coefficient vector w is updated in every block
using (2). The microphone array inputs are then filtered by the
updated coefficient vector using (1). In actual filtering, the beam-
former coefficient vector w is inverse-Fourier-transformed into the
time domain, and (1) is conducted in the time domain.

4. Experiment
Figure 6 shows a microphone array (with a camera array (Ladybug
2, PointGray Research)) used for the recording of the meeting in
the experiment. The microphone array is circular with a diameter
of 15 cm, and consists of eight microphones. The sampling fre-
quency was 16 kHz. The recording was conducted in an ordinary
meeting room with a reverberation time of around 0.5 s. The num-
ber of participants was six. The distance between the microphone
array and the participants was 1.0-1.5 m.

Figure 7 shows an example of the separation of speech events.
In this example, target speaker #1 was speaking while overlapping
speaker #2 inserted a response “I see” in Japanese in the period of
[2.0 2.5] s as shown by the bars in Fig.7. By comparing Fig.7(a)
and (b), it can be seen that the response inserted by speaker #2 was
reduced while the speech by speaker #1 remained intact.

Next, speech signals processed by the proposed method were
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Subject N Input Processed Improvement
Overall 37970 44.55 53.18 8.63

S1 1793 39.88 39.43 -0.54
S2 6694 46.28 45.64 -0.64
S3 7389 53.12 53.90 0.78
S4 15818 39.63 54.74 15.11
S5 1572 38.42 52.48 14.06
S6 4704 49.00 62.99 13.99

e 1: Phoneme accuracy [%]. “N” indicates the number of
emes to be recognized. “Input” and “Processed” inditate the

e for the microphone input and that for the signal processed by
roposed method, respectively.

ated using ASR. Speech events with durations of more than
seconds were selected from a single meeting recording and
fed into the ASR system. The number of the selected speech

ts were 367. Among the selected speech events, 100 events
used for adaptation of the acoustic model, while the remain-
67 events were used as test materials.

Table 1 shows the results of evaluation using ASR. The
eme accuracy, which mainly reflects the acoustic aspects of
est material, is shown. The overall improvement resulting
introduction of the proposed method was 8.63 %. From the
idual score, it can be seen that the scores of S4, S5 and S6
improved by more than 10 %, while little or no improve-

t was made for those of S1, S2 and S3. One of the reasons for
small improvement for some participants is considered to be
ailure in finding candidates for the steering vector due to the
l movement of the target speaker. This error can be improved
proving the tracking accuracy of the target speaker in a future

y.

5. Conclusion
is paper, overlapping speech events in a meeting recording
separated based on information on detected speech events.
the results of evaluation using ASR, it was shown that the

eme accuracy was improved by approximately 8% by using
roposed method.
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