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ABSTRACT 

This paper presents a hidden Markov model (HMM) based unit 
selection method for concatenative speech synthesis system. 
Frame sized waveform segments are adopted as basic synthesis 
units here to increase the coverage rate of candidate units and 
the chance of finding appropriate ones. In training stage, a set 
of contextual dependent HMMs are trained with static and 
dynamic acoustic features. When synthesizing a sentence, the 
optimal frame sequence is searched out from speech corpus by 
maximizing the output probability of a sentence HMM 
constructed according to the contextual information of input 
text. Listening test proves that proposed method can achieve 
better performance of synthesized speech compared with the 
method using state sized units and cost function criterion. 
Index Terms: speech synthesis, unit selection, HMM 

1. INTRODUCTION 

The Hidden Markov Model (HMM) had been widely used in 
speech recognition field. Meanwhile, the HMM based speech 
synthesis also made significant progress in the last decade[1,2]. 
In this method, spectrum, pitch and duration are modeled 
simultaneously in a unified framework of HMMs[1] and the 
parameters are generated from HMMs by using the dynamic 
features[2]. Then parametric synthesizer is used to synthesize 
speech signal based on generated parameters. This method is 
able to synthesize highly intelligible and smooth speech sounds 
flexibly but its performance suffers from the unnatural output 
of parametric synthesizers greatly. 

Also, HMM-based unit selection method was proposed [3-
5]. In this method, speech inventory is constructed 
automatically, which contains state sized speech units 
segmented using trained acoustic HMMs. Target acoustic 
features of the sentence for synthesis is also predicted by the 
models or by other means. Then unit selection is realized by 
dynamic programming (DP) search to minimize an overall 
costing function, which is defined as a weighted sum of target 
costs and concatenation costs on various features, such as pitch, 
duration, energy and spectrum. For this method how to keep 
the continuity at concatenation boundaries is significant 
especially when using speech corpus with limited size and it is 
tricky to modulate the weight between target cost and 
concatenation cost. 

This paper presents an alternative method for HMM-based 
unit selection speech synthesis. In this method, frame sized 
speech segments are used. Smaller units have shown the 
effectiveness in improving the coverage of candidate units and 
simplifying segmental concatenation in some systems[6,7].  
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esides, probabilistic criterion[8] is applied here and replaces 
st function to make use of not only the predicted value but 
so the distribution property of acoustic features at each frame 
ovided by the sentence HMM. Listening test proves that 
oposed method can produce more natural speech than the 
ethod using state sized segment and cost function criterion.  

This paper is organized as follows. Section 2 gives a brief 
erview of proposed method and the details about maximum 
elihood(ML) based unit selection are described in section 3. 
ction 4 introduces some techniques to reduce the 
mputation complexity and section 5 presents the results of 
periment and evaluation. Section 6 is the conclusion. 

2. METHOD 
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Figure 1: Flowchart of proposed method. 

he flowchart of proposed method is shown in Fig.1. In 
aining stage, a set of contextual dependent HMMs are 
timated according to the acoustic features and label 
formation of training database. The feature vector is 
mposed of spectrum part and F0 part. The spectrum part 
nsists of mel-cepstrums[9], their delta and delta-delta 
efficients and is modeled by a continuous probability 
stribution. The F0 part consists of a logarithm of F0, its delta 
d delta-delta coefficients and is modeled by multi-space 
obability distribution(MSD)[1]. A decision tree based model 
ustering technique is applied after contextual dependent 
MM training to improve the robustness of estimated models. 
hen each sentence in the speech database is segmented into 
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states according to the trained HMMs to facilitate unit pre-
selection which will be discussed in section 4. 

During synthesis, the contextual analysis result of input 
text is used to decide the sentence HMM according to the 
clustering decision tree. Then parameter generation algorithm 
using dynamic features[2] is applied to predict the duration of 
each state and generate acoustic parameters for each frame,  
which are used as target values for unit filtering. The optimal 
sequence of frame sized speech segments is chosen from 
speech database to maximize the output probability of sentence 
HMM by searching among the candidates at each frame using 
multi-stage dynamic programming(DP). In order to reduce the 
computation complexity, unit pre-selection and filtering are 
carried out to decrease the number of candidates for DP search 
at each frame. At last, the optimal sequence of units are 
concatenated to produce output speech. The details about each 
step are discussed in the following two parts. 

3.  ML-BASED UNIT SELECTION 

3.1 ML Criterion for Unit Selection 

Assuming  is the concatenated sentence HMM based on the 
decision tree and contextual information of input text, Q  is 
the state sequence for each frame determined by state duration 

model[2], (1) ( 2 ) ( ), , ... K

i i iu u u are the K candidate units for frame 
i, N is the total number of frames for synthesized sentence. 
Then the optimal sequence of candidate frames is chosen to 
maximize the likelihood of output probability of the sentence 
HMM given and Q .

* arg max log ( ( ) | , )
M

M P o u Q    (1) 

where 1 2 ( )( ) ( )
1 2, ,... Nmm m

Nu u u u  is the candidate sequence for 
sentence determined by unit index path 1 2[ , ,..., ]NM m m m ,

[1,2,..., ], 1,...,im K i N ; *M is the optimal path; ( )o u
1 ( )( )

1[ ( ) ,..., ( ) ]Nmm T T T
No u o u is the observation vectors of 

candidate sequence u containing both static and dynamic 
features; 

( ) ( ) ( ) ( )2( ) [ ( ) , ( ) , ( ) ]i i i im m m mT T T T
i i i io u c u c u c u   (2) 

( ) ( ) ( )
1( ) [ ( ),..., ( )]i i im m m T

i i d ic u c u c u is the static acoustic feature 

vector of candidate unit ( )im
iu for frame i, d is the dimension of 

static features. The dynamic features are calculated as follows 

1 1( ) ( ) ( )
1 1( ) 0.5( ( ) ( ))i i im m m

i i ic u c u c u    (3) 

1 1( ) ( ) ( ) ( )2
1 1( ) 0.25( ( ) ( )) 0.5 ( )i i i im m m m

i i i ic u c u c u c u   (4) 

By introducing dynamic features, the models can describe 
not only the distribution property of static acoustic parameters 
but also their correlations among adjacent frames which benefit 
the continuity of selected unit sequence. The output probability 
of observation vector at each state of HMMs is presented by a 
single mixture Gaussian probability distribution function(PDF) 
and for each frame the PDF is known after state duration 
generation. Assuming the Gaussian PDF at frame i
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( , ), 1,...,i iU i NN , where i iU and  present the mean 
ctor and covariance matrix respectively, then Eq. 1 can be 
written as  

( ) ( )* 1

1
arg min ( ( ) ) ( ( ) )i i

N
m mT

i i i i i
M i

M o u U o u U  (5) 

The optimal fame sequence can be chosen by dynamic 
ogramming search according to Eq.5. 

2 Two-stage DP Search 

ompared with common DP method where only the 
rrelation between current unit and previous unit is 
nsidered, a two-stage DP algorithm is necessary here 
cause both the feature information of previous and next 
ndidate units are required in order to calculate ( )io u  at each 
ame according to Eq.2-4. The whole recursive DP search 
ocess is introduced in this section. 

First, define the quasi-likelihood calculated at frame i as  

( ) ( )1
1 1( , , ) ( ( ) ) ( ( ) )i im mT

i i i i i i i i iL m m m o u U o u U     (6) 

Assuming current frame number is I(I=3,…N), the 
ndidate q is selected for current frame and the candidate p is 
lected for previous frame( 1,I Im q m p= = ), then the unit 
dex paths and corresponding quasi-likelihood sums until 
ame I regarding with the combination of p and q can be 
scribed as  

, , , , , , , ,
1 2[ ,..., ] [1,2,..., ]

[1,2,..., 2]

I p q I p q I p q I p q
I iM m m m K

i I
 (7) 

3
, , , , , , , ,

1 1
1

, , , , , ,
2 3 2 1 2

( , , )

( , , ) ( , , )

I
I p q I p q I p q I p q

i i i i
i

I p q I p q I p q
I I I I I

L L m m m

L m m p L m p q
(8) 

An illustration for definition of , ,I p qM  is shown in Fig.2. 
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gure 2: An example of path description for two-stage DP. 

The optimal path until frame I considering candidate q for 
rrent frame and candidate p for frame I-1 is defined as 

, ,

* , , , ,arg min
I p q

I p q I p q

M
M L     (9) 

, ,

* , , , ,min
I p q

I p q I p q

M
L L     (10)

It can be solved recursively from frame I-1 to frame I as   



, ,
2

, ,
2

* 1, ,* , , , ,
1 2min( ( , , ))

I p q
I

I p q
I

I m pI p q I p q
I I

m
L L L m p q   (11) 

, ,
2

, ,
2

* 1, ,* , , , ,
2 1 2arg min( ( , , ))

I p q
I

I p q
I

I m pI p q I p q
I I I

m
m L L m p q  (12)

* , ,
2* 1, ,* , , * , ,

2[ , ]
I p q

II m pI p q I p q
IM M m                  (13) 

In order to initiate the recursion, the quasi-likelihood at 
beginning frame is calculated without dynamic features. 

*2, , [ ]p qM      (14)

*2, , ( ) 1 ( )
1 1 1 1 1( ( ) ) ( ( ) )p q p c T c p cL c u U c u U   (15) 

where c c
i iU and  are the mean vector and covariance matrix 

for the Gaussian PDF of only static features at frame i. The 
final search result is given as 

* , ,

,

( ) 1 ( )

[ *, *] arg min(

( ( ) ) ( ( ) ))

N p q

p q

q c T c q c
N N N N N

p q L

c u U c u U
 (16) 

* * , *, *[ , *, *]N p qM M p q    (17)

3.3 Unit Concatenation 

The optimal sequence of frames given by ML-based DP 
search are concatenated using cross-fade technique following 
the method described in [6]. 

4. COMPLEXITY REDUCTION  

Because of introducing two-stage dynamic programming 
search, the computation complexity of above ML-based unit 
selection method for a sentence of N frames is about 3( )O NK .
Comparing frame sized units with state sized unit, the number 
of candidates K within corpus increases greatly. For example, 
a one-hour speech database consists of 720,000 units when 
frame length is set to 5ms. If all of them are used as candidates 
for DP search, the complexity is unacceptable. So unit pre-
selection and filtering methods are used to reduce the 
searching space for DP and some pruning techniques are also 
applied. 

4.1  Decision Tree Based Unit Pre-selection 

In training stage, each sentence in corpus is segmented into 
states by Viterbi alignment using clustered contextual 
dependent HMMs. Before unit selection, the state and 
corresponding cluster that each target frame in the sentence for 
synthesis belongs to is known according to the state duration 
model and clustering decision tree. The unit pre-selection is 
realized by keeping the frames in the states that share the same 
leaf node in the clustering decision tree with target frame and 
discarding all the other candidates in database. A threshold
Npre is used and the number of candidates after pre-selection is 
promised to be greater than Npre otherwise the leaf node is 
traced back to parent node to get more candidates. In our 
system, the feature streams for F0 and mel-cepstrums use two 
different clustering decision trees and here we choose the tree 
for mel-cepstrums in unit pre-selection. 
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2 Cost Based Unit Filtering 

 further processing to reduce the search complexity is 
alized by cost based unit filtering after pre-selection. We 
lculate the target cost for each candidate and select the K
its with minimum costs. The target cost is defined as 
llows 

pitch pitch gain gain spec specTC TC W TC W TC W  (18) 

0 0ln( ) ln( )pitch cand targTC f f     (19) 

0 0gain cand targTC cep cep    (20) 

2

1
( )

p

spec i cand i targ
i

TC cep cep    (21) 

here F0cand and F0targ are F0 for candidate frame and target 
ame, cepicand and cepitarg are the i-th order mel-cepstrum for 
ndidate unit and target unit respectively. W are the weights 
 combine the costs of different acoustic features, which are 
t manually. The difference between the usage of target cost 
re and in common cost function based unit selection method 

 that here the target cost is not a part of criterion for final 
it selection but a pre-processing method. 

3 Search Pruning 

wo kinds of pruning strategy are attempted in DP searching: 
One-stage DP search. The whole model training and unit 
selection processes are refreshed by using simplified 
dynamic features as 

( ) ( ) ( )( ) [ ( ) , ( ) ]i i im m mT T T
i i io u c u c u    (22) 

1( ) ( ) ( )
1( ) ( ) ( )i i im m m

i i ic u c u c u    (23) 

The computation complexity is 2( )O NK  if one-stage DP 
is used. 
Path pruning. After calculating * ,p q

IL using Eq.11, for each 
candidate unit p at frame I, only '( ' )K K K candidate 
units q at frame I-1 with least * ,p q

IL  are kept and the other 
'K K units are ignored during the following search. It 

can reduce the complexity to 2( ' )O NK K  . When ' 1K ,
the complexity of two-stage DP search is reduced to as 
much as one-stage DP search. 

5. EXPERIMENTS 

1  Experiment Conditions 

he database used for HMM training consists of 1000 
onetically balanced Chinese sentences pronounced by a 
male speaker. There are 25,096 syllable initials and 29,942 
llable finals and the total size is 266MB (16kHz sampled, 
bits PCM). Speech signal is analysis at 5 ms frame shift and 
e mel-cepstrum order is 13 (including 0-order). 5-state left-
-right with no skip HMM structure is adopted for each 
itial/final in Chinese. Context features and question set for 



decision tree clustering are designed considering the 
characteristic of Chinese. 

The length for frame-sized synthesis unit is also 5 ms. Npre
is set to 4000 for pre-selection and K, Wpitch, Wgain, Wspec are set 
to  200, 10, 1 and 1 respectively  for unit filtering.  

In the experiment, we compare the performance of 
following five systems: 
1) STA_CF: a HMM-based concatenative synthesis system 

using state-sized units with similar method described in [4].  
2) FRM_CF: frame sized units are used but the unit selection 

is implemented under cost function criterion. The target 
cost is calculated using Eq.18-21. The concatenation cost is 
calculated based on the spectral distortion at concatenation 
points following the method described in [6]. 

3) ML_DP2_1: proposed method with 2-stage DP, ' 1K .
4) ML_DP2_10: proposed method with 2-stage DP, ' 10K .
5) ML_DP1: proposed method with 1-stage DP. 

5.2 Evaluation Results 

20 sentences which are not contained within the training set 
are synthesized by the above 5 systems and evaluated by 10 
listeners. Each listener is required to gives an evaluation score 
from 1(bad) to 5 (good) for each sentence. The final mean 
opinion score(MOS) for these 5 systems is shown in Fig.3. 

 Figure 3: The MOS evaluation results. 

From the result, we can see that: 
1) After using smaller segments, the performance of cost 

function based system is improved. By examining the 
synthesized sentences, the discontinuity at unit boundaries 
for FRM_CF is less serious and gives better naturalness in 
perception than STA_CF although the number of 
concatenation points increases for the former one. It is also 
interesting to find that for FRM_CF many consecutive 
frames in the corpus sentences are searched out and the 
actual number of concatenation points decreases. 

2) By introducing ML criterion into unit selection, the 
performance of synthesized speech improves further 
because more distribution property of static and dynamic 
acoustic features is taking into account besides only the 
predicted values.  

3) It is reasonable that pruning for DP search decreases the 
performance. However comparing ML_DP2_1 and ML_ 
DP1, which have the same computation complexity in unit 
selection, the former one achieves better performance. This 
indicates that ML-based unit selection can benefit from 
finer feature modeling, especially the relationship among 
consecutive frames. 
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3 Complexity Evaluation 

lthough some unit pre-selection and pruning techniques have 
en applied, the complexity of proposed method is still very 
gh. For system ML_DP2_1, the time consumption for 
nthesis is about 12xRT(real time ratio) on our PC platform 
ith 2.4GHz CPU . 

6. CONCLUSIONS 

 this paper, an alternative HMM based unit selection method 
r concatenative speech synthesis system is proposed. The 
ame sized speech segments are used to increase the coverage 
te of candidate units and improve the discontinuity at 
ncatenation boundaries. Besides, probabilistic criterion 
alized by multi-stage DP search is introduced here to replace 
e cost function used in common concatenation systems. In 
der to reduce the computation complexity, some unit pre-
lection and search pruning techniques are also applied. 
istening test proves that better performance of synthesized 
eech can be achieved by proposed method. However, the 
mputation complexity of proposed method is still very high. 
ow to find better unit pre-selection and pruning methods and 
placing interval-fixed frames with pitch-synchronous frames 
 variable-length units for concatenation will be the contents 
 our future work. 
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