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Abstract
This paper presents a method for the named entity recognition
(NER) of speech data that uses automatic speech recognition
(ASR) confidence as a feature that indicates whether each word
is correctly recognized. An NER model is trained using ASR re-
sults with named entity (NE) labels to include an ASR confidence
feature as well as corresponding transcriptions with NE labels. Ex-
periments using support vector machines (SVMs) and speech data
from Japanese newspaper articles show that the proposed method
achieves higher F-measure in NER than a simple application of
text-based NER to ASR results.
Index Terms: named entity recognition, speech recognition, con-
fidence scoring, discriminative models, information retrieval.

1. Introduction
These days we can obtain a large volume of information from all
over the world because of the growth of network bandwidths and
storage capacities. Text data such as newspaper articles and WWW
pages are major information sources used for natural language pro-
cessing (NLP) applications including information extraction, ques-
tion answering, and summarization. On the other hand, speech
data such as broadcast news and PodCasts are also becoming im-
portant information sources. We aim to use speech data for such
NLP applications as DARPA’s global autonomous language ex-
ploitation (GALE) program.

Named entities (NEs) are expressions that usually consist of
compound words, such as peoples’ names, location names, and
temporal entities (date and time). Since NEs hold important in-
formation, named entity recognition (NER) is one of the key tech-
niques for NLP applications. In this paper, we focus on the NER
of automatic speech recognition (ASR) results, in which we face
ASR errors due to out-of-vocabulary (OOV) words and mismatch
between acoustic/language models and inputs, even with state-of-
the-art technologies. Although continuous efforts to improve ASR
accuracy are needed, developing a robust NER for noisy word se-
quences containing ASR errors is also important.

Most previous studies on the NER of speech data used gen-
erative models such as hidden Markov models (HMMs) [1–5].
A problem with generative models is that non-independent fea-
tures are difficult to use [6]. In NER, various features are effec-
tive for determining whether a word is a part of an NE: whether
the word is a noun, whether the word starts with a capital let-
ter, and whether the word is at the beginning of a sentence, how-
ever, such features are not independent of each other. For this
reason, recent studies on text-based NER use discriminative mod-
els such as maximum entropy (ME) models [7, 8], support vector
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hines (SVMs) [9], and conditional random fields (CRFs) [10]
those non-independent features. Zhai et al. [11] applied such
t-based NER method to ASR results. A problem of applying
based NER is that ASR errors cause erroneous words to be
cted as NEs, decreasing NER precision. To address the prob-
Palmer and Ostendorf [2] modeled ASR errors using ASR
dence to reject erroneous ASR word hypotheses in the NER
eech data based on a generative model. This rejection helps

d the extraction of erroneous NEs and is especially effective
n ASR accuracy is relatively low. However, such effective but
independent features are hard to use in their generative model.
We extend their approach to discriminative models and pro-

an NER method that deals with ASR confidence as a fea-
The method enables ASR error rejection in NER and can

use various effective features that may not be independent of
other. In experiments using SVM-based NER and speech data
Japanese newspaper articles, the ASR confidence feature in-

sed the NER F-measure, especially in precision, compared to
ly applying text-based NER to the ASR results.

2. SVM-based NER
is a task that identifies NEs in documents and labels their

e categories. For example, in the phrase “The prime minister
pan, Jun-ichiro Koizumi ...,” the word Japan is labeled an NE
location (country) and the compound word Jun-ichiro Koizumi
beled an NE of a person. We solve this chunking problem
lassifying words into NE classes that consist of NE categories
h as PERSON, LOCATION) and chunking states. We used four
king states for each NE based on a Start/End method [12]:
IN (beginning of an NE), MIDDLE (middle of an NE), END
ing of an NE), and SINGLE (a single word NE). For example,
lass of a word at the beginning of a person’s name is denoted
ERSON-BEGIN. If a word does not constitute an NE, it is
ified into the non-NE class OTHER.

In this paper, we employ an SVM-based NER method [9] that
ed good NER performance in Japanese. We use three fea-
for each word: the word itself, part-of-speech tag, and char-
type. For context dependence, we also use those features

he two preceding and succeeding words. Each feature is rep-
ted by a binary value (1 or 0), for example, “whether the

ious word is Japan,” “whether the part-of-speech of the cur-
word is particle,” and “whether the character type of the next

is all-capital.” Then, each word is classified based
long binary vector, where only 15 elements are 1 and the

rs are 0. Using SVMs for NER has two problems. One,
s can only solve two-class problems. We reduce the multi-
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Figure 1: Procedure for preparing training data

class problems of NER to a group of two-class problems using
a one-against-all approach where each SVM is trained to distin-
guish members of a class (e.g., LOCATION-BEGIN) from non-
members (PERSON-BEGIN, LOCATION-MIDDLE, ... ). In this
approach, two or more classes may be assigned to a word or no
class may be assigned to a word. To avoid these situations, we
choose class c that has the largest SVM output score gc(x) among
all others. The other problem is that chunking states of the NE la-
bels may not be consistent after classifying all words in a sentence;
for example, ARTIFACT-END may follow LOCATION-BEGIN.
To maintain the consistency of chunking states, we use a Viterbi
search to obtain the best and consistent NE label sequence based
on the probability-like values obtained by applying sigmoid func-
tion sn(x) = 1/(1 + exp(−x)) to SVM output scores.

3. Proposed method
3.1. Incorporating ASR confidence into NER

A problem in the NER of ASR results is that ASR errors cause
erroneous NEs. We cannot recognize an NE when there are ASR
errors in one or more words constituting the NE. Even if none
of the words constituting the NE have ASR errors, we may not
be able to recognize the NE correctly due to ASR errors in con-
text words. To avoid these ASR error problems, in this paper we
model ASR errors in NER using an additional feature, which in-
dicates whether each word is correctly recognized, called the ASR
confidence feature. Our NER model is trained using ASR results
with the ASR confidence feature, and we estimate feature values
using ASR confidence scores in testing.

Note that we only aim to identify NEs whose words are cor-
rectly recognized by ASR. NEs containing ASR errors are ignored
in our method, because identifying such NEs, especially those
containing out-of-vocabulary (OOV) words, is an important but
a more difficult problem beyond the scope of this paper.

3.2. Training NER model

Figure 1 illustrates the procedure for preparing the training data for
our NER model from speech data. First, speech data are manually
transcribed and automatically recognized by ASR. Second, NEs in
the transcriptions are labeled, and then the ASR confidence feature
values are set to 1. These feature values mean that all the words
in the transcriptions are regarded as correctly recognized words.
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Table 1: Text-based training data

Word Confidence NE label
Nomo 1 PERSON-BEGIN
Hideo 1 PERSON-END
tohshu 1 OTHER

no 1 OTHER
America 1 LOCATION-SINGLE

Table 2: ASR-based training data

Word Confidence NE label
Noro 0 OTHER
Hideo 1 OTHER
tohshu 1 OTHER

ni 0 OTHER
America 1 LOCATION-SINGLE

lly, the ASR results are aligned to the transcriptions to iden-
ASR errors and NEs. The ASR confidence feature values of
ctly recognized words are set to 1 and misrecognized words
et to 0. Each NE is labeled if and only if all words constitut-
he NE are correctly recognized; otherwise the NE is ignored
those words are labeled OTHER. Tables 1 and 2 show exam-
of text-based and ASR-based training data. Since the name
o Hideo in Table 1 is misrecognized in ASR, the correctly
gnized word Hideo is also labeled OTHER in Table 2.

ASR confidence scoring

confidence scoring is an important technique in many ASR
ications. There are two major approaches for ASR confidence
ing: using a single confidence measure such as word poste-
probabilities on word graphs [13], and integrating several con-
ce measures using classifiers such as neural networks [14],
r discriminant analysis [15], and SVMs [16].

We use SVMs for ASR confidence scoring in this paper to
eve a better performance than with only word posterior prob-
ties. SVMs are trained using ASR results whose errors are
n through their alignment to their reference transcriptions, as

ribed in 3.2. The features used for confidence scoring include
ord itself, its part-of-speech tag, its word posterior probabil-
nd the two preceding and following words. The word itself
its part-of-speech are represented by a set of binary values,
ame as with an SVM-based NER. Since all other features are
ry, we reduce real-valued word posterior probability p to ten
ry features (if 0 < p ≤ 0.1, if 0.1 < p ≤ 0.2, ... , and if
< p ≤ 1.0), for simplicity. Although a large variety of fea-

have been proposed in previous studies, we use only these
res and save the others for further studies.

SVM output scores are normalized with a sigmoid function
) = 1/(1+exp(−x)), and the normalized scores are used as
confidence scores, which are then used to estimate whether
word is correctly recognized. If the ASR confidence score

word is greater than threshold tw, the word is deemed correct
we set the ASR confidence feature value to 1; otherwise we
to 0.



4. Experiments

To investigate the effect of incorporating ASR confidence into
SVM-based NER, we performed the following experiments.

4.1. Setup

We simulated the procedure described in 3.2 using the speech
data from a NE-labeled text corpus. We used the training data
set of the Information Retrieval and Extraction Exercise (IREX)
workshop [17]. It consisted of 1,174 Japanese newspaper articles
(10,718 sentences) and about 19,000 NEs in eight categories (ar-
tifact, organization, location, person, date, time, money, and per-
cent). The sentences were read by 106 speakers (about 100 sen-
tences per speaker), and the recorded speech data were used for the
experiments. The experiments were conducted with 5-fold cross
validation, using 80% of the 1,174 articles and the ASR results
of the speech data for training SVMs (both for ASR confidence
scoring and for NER) and the rest for the test.

We tokenized the sentences into words and tagged the part-
of-speech information using the Japanese morphological analyzer
ChaSen 2.3.3 [18] and then labeled the NEs. After tokenization
and removing unreadable tokens such as parentheses, the text cor-
pus had 264,388 words of 60 part-of-speech types. Since different
types of characters are used in Japanese, we used the following
character types as features: single-kanji (words written with
a single Chinese character), all-kanji (longer words written
in Chinese characters), hiragana (words written in hiragana
Japanese phonograms), katakana (words written in katakana
Japanese phonograms), number, single-capital (words
with a single capitalized letter), all-capital, capitalized
(only the first letter is capitalized), roman (other roman character
words), and others (all other words). We used all the features
that appeared in each training set (no feature selection performed).
There were 33 NE classes (eight categories * four chunking states
+ OTHER). For NER, we used an SVM-based chunk annotator
YamCha 0.33 [19] with a quadratic kernel (1 + �x · �y)2.

We used a WFST-based ASR engine [20]. The acoustic model
was a triphone HMMs, trained using other read speech data of
about 50 hours. The language model was a word trigram model
with Witten-Bell discounting, trained using other Japanese news-
paper articles (about 340 M words) that were also tokenized using
ChaSen. The vocabulary size of the language model was 426,023.
The number of OOV words in the text corpus was 1,551 (0.587%).
223 (1.23%) NEs in the text corpus contained such OOV words.
The word accuracy obtained by our ASR engine for the overall
dataset was 79.45%. 82.00% of the NEs remained in the ASR re-
sults. Figure 2 shows the ROC curves of ASR error estimation for
the five test sets overall, using SVM-based ASR confidence scor-
ing (with the quadratic kernel) and word posterior probabilities as
ASR confidence scores, where

True positive rate

=
# correctly recognized words estimated as correct

# correctly recognized words
False positive rate

=
# misrecognized words estimated as correct

# misrecognized words
.
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Evaluation metrics

uation was based on an averaged NER F-measure, which is
armonic mean of NER precision and recall:

NER precision =
# correctly recognized NEs

# recognized NEs

NER recall =
# correctly recognized NEs

# NEs in original text
.

correctness of each recognized NE was identified by the same
edure as used in preparing the ASR-based training data (de-
ed in 3.2), considering ASR and name category correctness.

Compared methods

ompared the following five methods:
line applies text-based NER trained using the original text to
-best ASR results.
dReject rejects unconfident words whose ASR confidence
es are lower than threshold tw and replaces them with un-

n word symbols before applying NER as in Baseline.
osed incorporates the ASR confidence feature based on
-based ASR confidence scoring.

erBound assumes a perfect ASR confidence scoring. The
errors in the test set are known, but the NER model is the
as Proposed. This is regarded as the upper-boundary of Pro-

d.
rence applies text-based NER trained using the original text
ference transcriptions, assuming word accuracy is 100.0%.

NER Results

e 3 summarizes NER results. Proposed showed the best F-
sure, 69.02%, which was better than Baseline by 2.0%, from
% improvement in precision, instead of a recall decrease of
. WordReject showed worse results than Proposed, with a
improvement in F-measure over Baseline. Figure 3 shows
results by WordReject and Proposed by varying word rejec-

threshold tw. Proposed outperformed WordReject with any
With tw = 0.4, we obtained the best results in F-measure,
h are shown in Table 3.



Table 3: NER results in averaged NER F-measure, precision, and
recall. ASR word accuracy was 79.45 %, and 82.00% of NEs re-
mained in ASR results.

Method F-measure Precision Recall

Baseline 67.00% 70.67% 63.70%
WordReject 68.07% 75.93% 61.68%
Proposed 69.02% 78.13% 61.81%

UpperBound 73.14% 87.51% 62.83%
Reference 84.04% 86.27% 81.93%
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Figure 3: NER precision and recall with varying word rejection
threshold tw.

5. Discussion
The ASR confidence feature effectively improves NER perfor-
mance mainly in precision, as shown by the difference between
Proposed and Baseline in Table 3. The improvement of precision
comes from the rejection of NEs based on ASR confidence. Re-
jection is achieved by identifying unconfident words whose ASR
confidence scores are lower than threshold tw, as OTHER in NER.
The ASR confidence feature is especially expected to work better
when ASR accuracy is lower.

Compared to the proposed method, word-level rejection in the
application of a text-based NER model to ASR results was less
effective, which suggests that modeling ASR errors in the NER
model is also effective.

In addition, the difference between UpperBound and Pro-
posed, 4.1% in F-measure, indicated that NER performance can
be improved with better ASR confidence scoring.

6. Conclusion
We proposed an NER method for speech data that incorporates
ASR confidence as a feature of discriminative NER. The ASR
confidence feature is obtained by ASR confidence scoring using
several features including word posterior probabilities. In exper-
iments using SVMs, the proposed method shows a higher NER
F-measure, especially in terms of improving precision, than sim-
ply applying text-based NER to ASR results. The ASR confidence
feature rejects erroneous NEs due to ASR errors and is effective
for high-precision IE, especially with low ASR accuracy.

For further improvement, we will extend the method to N-best
or word lattice inputs [11] and introduce more speech-specific fea-
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such as word durations and prosodic features. Future work
includes applying the ASR confidence feature to other tasks in
en language processing. Since confidence itself is not limited
eech, our approach can also be applied to other noisy inputs,
as optical character recognition (OCR).
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