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Abstract

This paper introduces a new approach for the automatic segmen-
tation of corpora dedicated to speech synthesis. The main idea
behind this approach is to merge the outputs of three segmenta-
tion algorithms. The first one is the standard HMM-based (Hid-
den Markov Model) approach. The second algorithm uses a phone
boundary model, namely a GMM (Gaussian Mixture Model). The
third method is based on Brandt’s GLR (Generalized Likelihood
Ratio) and aims to detect signal discontinuities in the vicinity of
the HMM boundaries. Different combination strategies are consi-
dered for each phonetic class. The experiments presented in this
paper show that the proposed approach yields better accuracy than
existing methods.
Index Terms : automatic segmentation, hard combination, soft
combination, refinement by boundary model, Brandt’s GLR me-
thod, speech synthesis.

1. Introduction
This paper deals with the problem of automatic segmentation

of speech corpora for concatenative TTS synthesis systems. In the
development process of such systems, the segmentation of large
databases constitutes a key task. Obviously, the optimal segmen-
tation to use in these systems is the manual one. Nevertheless, an
accurate automatic segmentation saves a lot of human effort and
time in creating new synthesized voices and thus drastically sim-
plifies the personalization of a TTS speech synthesis.

Up to now, the HMM approach [1, 2] is the most widely used
for automatic segmentation and it is considered as the most re-
liable. This approach is linguistically constrained because it needs
the true phonetic sequence associated to the recorded utterances in
order to estimate the HMM sequence. Then it applies a forced ali-
gnment between this HMM sequence and the speech signal. Howe-
ver, this approach has still some limitations for building voices for
TTS systems based on the principles of unit-selection and conca-
tenative synthesis. The main limitation is that HMMs model well
steady areas but are not really suited to detect locally the tran-
sitions between phonemes in a speech signal. For this reason, in
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r to guarantee a good quality of synthesized voices, a manual
king is applied to the HMM segmentation before synthesis.
Brandt’s GLR algorithm [7] is another suitable approach for
enting speech signals. Nevertheless, it produces insertions

omissions because it is linguistically unconstrained.
With respect to the foregoing, the purpose of this paper is to
bine global and local automatic segmentation algorithms. To
eve this, we choose in this paper three automatic segmentation
rithms. The first is the HMM segmentation. The second uses a
dary model which is estimated on a small database and which
ed to refine the HMM segmentation marks. The third one is
dt’s GLR method which was modified in order to avoid omis-

s and insertions. These algorithms are described in section 2.
ction 3, two combination methods are proposed and evaluated
rench and English corpora dedicated to speech synthesis.

2. Segmentation algorithms
Segmentation by HMM

This approach generally consists of two steps. The first step is
training phase that aims at estimating the acoustic models. In
second step, these models are used to segment the speech si-
by the Viterbi algorithm. This one applies a forced alignment
een the models associated to the known phonetic sequence
the speech signal.
Note that the training is a decisive step because the accuracy
he obtained segmentation heavily depends on the quality of
estimated models. One solution to perform well the training
is to resort to an iterative training [3]. The phone labels re-
ng from the previous iteration are used for initializating and
stimating the HMMs via the Baum-Welch algorithm. After a
iterations, mismatches between segmentation marks produced
n HMM approach and marks obtained manually are conside-
y reduced as shown in [4]. Another method to train the models

use a representative small speech database manually labeled
segmented [5]. We estimate first the models using this small
base. Then we segment the whole corpus with the models. As
estimation of the models on the small corpus is accurate, the
essing offers better results than the iterative training. For that
on this strategy is used in this paper.
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2.2. Refinement by boundary model

The main idea of this method is to train models for boundaries
on the basis of a small database segmented and labeled manually.
Then, these models are used to refine an initial segmentation [8].

For each boundary of the training database, we create a su-
per vector as mentioned in figure 1 by concatenating the acoustic
vectors of size Nc associated to the (2N + 1) frames around the
boundary. Because the number of labeled data is limited in prac-
tice, the boundaries are clustered into classes using a classification
and regression tree (CART). Then a Gaussian model is estimated
for each class.

The second step aims at refining each boundary of every seg-
ment given a labeled sentence and its initial segmentation. For that
purpose, we seek, in a certain vicinity of each boundary, the time
instant that maximizes the likelihood of its super vector in compa-
rison with the Gaussain model of this transition.

Frame step (e)
Frame

size (M)
Boundary (B)

Size of the super vector (2N + 1)Nc

−N . . . 0 . . . N

FIG. 1 – Elements of a super vector

2.3. Brandt’s GLR algorithm

The aim of this method is to detect discontinuities in speech
signals. Speech signals are assumed to be sequences of homoge-
neous units. Each unit or window w is a finite sequence w =
(yn) of samples that are assumed to obey an AR model : yn =Pp

i=1 aiyn−i + en. In this equation, p is the model order, which
is assumed to be constant for all units and en is a zero mean white
Gaussian noise with variance equal to σ2. Such a unit is thus cha-
racterized by the parameter vector Θ = (a1, . . . , ap, σ). Let w0 be
some window of n samples and Θ0 the corresponding parameter
vector. The authors of [6, 7] attempt to decide whether w0 should
be split into two subsegments w1 and w2 or not. In fact, a possible
splitting derives from the detection of some jump between the pa-
rameter vectors Θ1 and Θ2 of w1 and w2 respectively. Brandt’s
GLR method decides that such a jump has occurred by comparing :
Dn(r) = nlogσ̂0 − rlogσ̂1 − (n − r)logσ̂2 to a predefined thre-
shold λ. Note that Dn is merely the GLR. In the equation above, r

is the size of the time interval covered by w1, whereas σ̂1 and σ̂2

are the noise standard deviation estimates of the models characte-
rized respectively by the parameter vectors Θ1 and Θ2. Thus, the
change instant corresponds to arg(maxr(Dn(r)) ≥ λ).

As mentioned before, the basic Brandt’s GLR method is
an algorithm capable of detecting discontinuities of speech si-
gnals without any further knowledge upon the phonetic sequence.
As this algorithm is linguistically unconstrained, it makes inser-
tions and omissions. However, for TTS synthesis, the phonetic
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ence of every utterance is known. For this reason, we de-
to take into account this information by using the boun-

es produced by a segmentation algorithm that uses the pho-
sequences as the HMM segmentation. More precisely, let

, U1, . . . , UL) be the boundaries obtained by such initial al-
thm. For i in {1, . . . , L − 1}, we seek a speech discontinuity

een Vi =
(Ui−1+Ui)

2
and Vi+1 =

(Ui+Ui+1)

2
by applying

odified Brandt’s GLR method : to avoid omissions and inser-
s, the use of the threshold is replaced here by the maximization
e GLR on [Vi, Vi+1].

3. Evaluation of the three algorithms
In this section, we present the experimental results obtained

he three segmentation algorithms described above on French
English corpora. Both acoustic databases were recorded by a
essional native female speaker and sampled at 16 kHz. The
ch corpus “corpusFR” and the English corpus “corpusEN”
ectively contain 7300 and 8900 sentences.
The segmentation by HMM uses the HTK toolkit [9] for
acoustic analysis, the training and the segmentation steps. It
iders mixtures of 2 Gaussian density and the acoustic vector
ains 39 coefficients which are the 12 MFCCs (Mel Frequency
stral Coefficients), the normalized energy, and their first and
nd derivatives. The HMM segmentation obtained by the use
small training database is called hereafter HMMSeg. Twenty
tions of the Baum-Welch algorithm are applied to train the
M. The refinement by boundary model is applied to the HMM
entation and the parameters N , M and e of figure 1 are fixed

, 20 ms and 30 ms respectively. These parameters were adjus-
on the French corpus in [10]. The segmentation thus obtained
lled RefineSeg. The segmentation obtained with Brandt’s GLR
od initialized by the HMM segmentation is denoted BrSeg.
model order is set to 12 and the minimal length of w1 and w2

qual to 10 ms.
The training phases of HMMSeg and RefineSeg were carried
with the number SizeAlg of training sets equal to 100, 300 and
. For each set of learning sentences randomly chosen, the test

as built by considering the remaining sentences in the corpus
r study. Moreover, to illustrate the consistency of the results

oss-validation procedure was used where 3 trials were done
each value of SizeAlg. All the accuracies are calculated at a
ance equal to 20 ms. This value is commonly considered as
cceptable limit to guarantee a good quality of a synthesized
e. The results presented here are obtained by averaging the
racies using this cross-validation procedure.
Table 1 presents the accuracies of each algorithm with respect
izeAlg for each corpus. Table 2 shows the limit of performance
ach algorithm. This limit corresponds to using the whole da-
se for the training of HMMSeg and RefineSeg. According to
e results, we can make the following remarks :
– the refinement by boundary model gives the best results

when the corpus size equal 300 or 700 for “corpusFR” and
700 for “corpusEN”. This is normal because the boundary
models are well trained ;

– the modified Brandt’s GLR method is inaccurate at 20 ms
in comparison with the other algorithms ;

Because the important measure in TTS systems is the accu-
at 20 ms, it seems reasonable to say from table 1 that the

ement by boundary model is the most accurate algorithm. Ne-
heless, we should not forget that the algorithms are suited to



different phonetic classes. In fact, during these tests, it turned out
that Brandt’s GLR method detects well some boundaries like si-
lence/speech and voiced/unvoiced transitions. Thus, depending on
the classes to the right and the left of a transition to detect, it seems
relevant to take into account that the algorithms do not perform
equally. This is the purpose of combination methods.

TAB. 1 – Accuracies for each algorithm
SizeAlg HMMSeg RefineSeg BrSeg

corpusFR 100 91.71% 91.08% 83.22%
corpusEN 91.98% 89.58% 86.78%
corpusFR 300 92.51% 93.26% 83.39%
corpusEN 92.95% 92.46% 87.10%
corpusFR 700 92.47% 94.00% 83.38%
corpusEN 93.00% 93.50% 87.09%

TAB. 2 – The limit of performance for each algorithm
HMMSeg RefineSeg BrSeg

corpusFR 92.68% 95.00% 83.22%
corpusEN 93.17% 94.30% 87.19%

4. Combination of several segmentations

4.1. Principles of the merging processes

Segmentation algorithms behave differently according to the
transitions they are asked to detect. The main idea here is to take
into account the different behaviors of segmentation algorithms
so as to favor more some segmentation marks than others given a
certain type of transition to detect. We thus propose a processing
that merges K boundaries produced by K different algorithms.

Let {c1, . . . , cT } be a set of T phonetic classes. By using a
small database segmented manually, we start by estimating the
segmentation accuracy αk(ci, cj) at a tolerance of 20 ms for every
algorithm indexed by k, k = 1, 2, . . . , K and every pair (ci, cj)
of classes, (i, j) ∈ {1, . . . , T }2.

Then, let s be an unknown transition time instant to estimate
given two classes c�(s) and cr(s). Given tk(s), k = 1, 2, . . . , K,
the K estimates of s returned by the K available algorithms, the
merging phase consists in estimating s on the basis of these K

estimates and the accuracies αk(c�(s), cr(s)).
The first solution that we propose consists in choosing the al-

gorithm that offers the best accuracy computed during the training
for the type of transition under consideration. Following the ter-
minology used in [11], we adopt a linear hard combination given
by :

t̂hard(s) =

P
k∈A

tk(s)

Card(A)
(1)

where A is the set of algorithms k that maximize αk(cg(s), cd(s)),
k ∈ {1, . . . , K}. Note that A is not restricted to one element. For
example, if the transitions between two classes i and j are absent
from the training database, the segmentation accuracy αk(i, j) is
not defined and thus, we impose αk(i, j) to be equal to 1 for each
k. In this case, Card(A) = K and the equation (1) becomes a
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le average of the K time instants produced by the K algo-
s.

Still following [11], another solution is to apply a soft combi-
n for the K boundaries performed by the K algorithms. Thus
stimated boundary for the transition s is computed as the ba-
nter of the K time instants as :

t̂soft(s) =

PK

k=1 αk(cl(s), cr(s))tk(s)
PK

k=1 αk(cl(s), cr(s))
. (2)

ilarly to the hard combination, αk(i, j) is set to 1 for each
the transitions between the classes i and j are absent from

training database. Obviously, this case is equivalent to a hard
bination.

Experimental results

In this section, we present the results obtained by the appli-
n of the two combination methods (see the equations (1) and
to the triplet (HMMSeg, RefineSeg, BrSeg).
For the French corpus, the combination was achieved by using
lasses : unvoiced plosives, voiced plosives, unvoiced frica-
, voiced fricatives, oral vowels, nasal vowels, diphtongues,
l consonants, liquid consonants, semi vowels, pauses and si-
es. For the English corpus, 10 classes were used : vowels,
ed/unvoiced plosives, voiced/unvoiced fricatives, nasal conso-
s, liquid consonants, semi vowels, pauses and silences.

. 3 – Accuracies at 20 ms for different combination methods
he French corpus
eComb SizeAlg hard isobary- soft optimal soft

fusion center fusion fusion
100 100 93.04% 93.67% 94.20% 94.24%

300 93.81% 94.38% 94.82% 94.90%
700 94.14% 94.58% 94.97% 95.10%

300 100 92.89% 93.68% 94.23% 94.26%
300 93.77% 94.39% 94.88% 94.91%
700 94.18% 94.58% 95.07% 95.10%

. 4 – Accuracies at 20 ms for different combination methods
he English corpus
eComb SizeAlg hard isobary- soft optimal soft

fusion center fusion fusion
100 100 93.02% 93.68% 93.96% 94.00%

300 93.74% 94.36% 94.69% 94.70%
700 94.10% 94.58% 94.91% 94.93%

300 100 93.08% 93.66% 93.98% 94.00%
300 93.80% 94.37% 94.70% 94.70%
700 94.25% 94.58% 94.92% 94.93%

AB. 5 – The limit performance of the combination methods
hard isobary- soft

combination center combination
corpusFR 95.11% 94.86% 95.39%
corpusEN 94.70% 94.85% 95.19%
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Let SizeComb denote the number of sentences in the training
database used for the merging process. The estimation of the ac-
curacies for the soft and hard combinations is achieved by using
two different values of SizeComb : 100 and 300. The chosen cor-
pora are different from those used for the training of HMMSeg and
RefineSeg. Thus, the accuracies given in this section are computed
at a tolerance of 20 ms and evaluated on all the sentences of the
database except those employed for training HMMSeg, RefineSeg
and the soft and hard combinations. As in section 3, the results
presented here are obtained by averaging the accuracies using a
cross-validation procedure.

The hard and soft combinations are compared to the so-called
isobarycenter method and the optimal soft combination. The iso-
barycenter method averages the three time instants obtained by
HMMSeg, RefineSeg and BrSeg. The optimal soft combination is
the soft combination when the accuracies αk(ci, cj) are estimated
on the whole corpus.

The results of the combination methods are given in tables 3
and 4. For every pair (SizeComb,SizeAlg), the accuracies obtained
by the four combination methods are larger than the best result of
the line associated to SizeAlg in table 1.

Similarly to table 2, table 5 presents the results obtained by
using the whole database for training HMMSeg and RefineSeg and
estimating the accuracies for the combination methods. These re-
sults can be regarded as the limit performance of the merging me-
thods. The difference between this ideal case and the accuracies
presented in Tables 3 and 4 is not very important, which illustrates
that using more learning data hardly improves the results.

In order to get further insight into the behavior of the three
combination methods, we analyzed the ability of each combina-
tion method to correct errors made by HMMSeg, RefineSeg and
BrSeg. By error, we mean a segmentation mark further that 20
ms from the manual boundary. For that purpose, two configura-
tions were studied : the first one where the 3 marks are located on
the same side relatively to the manual boundary and the second
one where these marks are on both sides of the manual boundary.
The results obtained on corpusFR and corpusEN are presented in
table 6 and show that in the first configuration, all the combina-
tion methods lead to similar performance. However, in the second
configuration, the accuracies yielded by the soft and isobarycen-
ter combination methods are respectively 95.07% and 95.71% for
corpusFR and 95.44% and 96.30% for corpusEN. These results
are significantly higher than the rate obtained by the hard combi-
nation method (79.14% for corpusFR and 84.27% for corpusEN).

5. Conclusion
In this paper we have analyzed the performance of three auto-

matic segmentation algorithms for French and English corpora : a
global method based on HMM and two local methods that aim at
detecting a transition in the vicinity of a boundary (Refinement by
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ndary model and Brandt’s GLR method).
We have also proposed two methods capable of merging the
ndaries produced by the different segmentation algorithms.
experimental results of these two methods applied to two lan-
es show a clear improvement of the accuracy at 20 ms. Fur-

more, these methods are simple and not computationally ex-
ive. They seem to be a good prospect regarding the segmenta-
problem for TTS synthesis applications.
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TAB. 6 – Corrective ability of the three combination methods for two typical configurations
Mark position in case at least one Corpus Frequency of Correction after Correction after Correction after

algorithm produces an error occurrence hard combination isobarycenter combination soft combination
3 marks on the same side corpusFR 20.35% 51.25% 48.50% 50.57%

corpusEN 16.28% 43.15% 41.56% 42.66%
2 marks on the same side corpusFR 8.11% 79.14% 95.07% 95.71%

corpusEN 7.23% 84.27% 95.44% 96.30%
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