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Abstract
Probably the most powerful method for speech analysis is the lin-
ear prediction analysis, or LPC analysis, one of its main character-
istics being the estimation of time-domain related parameters from
time-domain samples. This paper proposes a novel speech analysis
framework for estimating the spectral poles directly from spectral
samples in voiced speech utterances. The method can be described
in plain words as the task of fitting the spectral envelope of an all-
pole model directly on the log energy of the harmonics. This prob-
lem is addressed with an analysis-by-synthesis mechanism sup-
ported on a Newton-Raphson algorithm of fast convergence. The
proposed method differs clearly from previous approaches com-
monly used in Harmonic or Sinusoidal Coding. Comparative re-
sults on synthetic signals show the excellent performance of the
novel analysis technique.
Index Terms: formant estimation, spectral analysis, all-pole
model, logarithmic spectral distance.

1. Introduction
Autoregressive (AR) modelling is a popular parametric method
for spectral analysis and adaptive filtering in speech processing
[1, 2]. A short segment of discrete-time speech s[n] is commonly
described by the following difference equation

s[n] =

P

i=1

ai s[n − i] + e[n] , (1)

where e[n] is considered a periodic impulse sequence for voiced
utterances and a random stationary process for unvoiced ones, ai

are the AR coefficients and P is the model order. The autocorrela-
tion method, also known as the Yule–Walker method, remains the
most accepted method to obtain the AR or linear prediction coeffi-
cients (LPC) ai. Its popularity is based largely on the fact that the
estimated LPCs yield a stable all-pole model, which is accurate
enough for most practical applications.

In spite of the time-domain character of this popular approach,
the frequency domain is very often adopted as framework for as-
sessing the estimation accuracy. Due to their very weak quanti-
zation properties, the AR coefficients are usually translated into a
spectral-based parametrization, such as the line spectral frequen-
cies (LSF) [4]. Furthermore, in spite of the stability of the Yule–
Walker solution, the criterion for stability does not regard the AR
coefficients, but frequency-domain parameters, such as the men-
tioned LSF or the poles of the model. These last ones are the roots
of the P -order polynomial equation

1 −
P

i=1

ai p−i = 0 . (2)

The
on t
the
ties
sim
feat

arou
proc
lyin
mec
the
mon
esti
[7, 1
ever
a fr
tain
harm
can
sub
corr
men

dea
in v
ana
pole
pilla
cha
[11]
the
dom

Acc
a vo

whe
voc
N c

1

the a
an in

1001

INTERSPEECH 2006 - ICSLP
act on the Frequency Domain

r Al-Khayat �

ciences, Vienna, Austria,
ia GmbH, Vienna, Austria
hayat@philips.com

poles have localized spectral sensitivity and inform explicitly
he system stability.1 Apart from this well-known advantage,
pole-based characterization has many other appealing proper-
, such as robustness to quantization, interpolation-friendliness,
ple signal synthesis mechanism, and meaningful descriptive
ures in many popular fields [5].
AR modelling exclusively in the spectral domain has not
sed much debate or interest so far in signal [6] or speech
essing [7], with most of the speech coding techniques [8] re-
g on the algorithmic-simple time domain-based Yule–Walker
hanism. In harmonic or sinusoidal coding [9] the focus is on
contrary the compression of the amplitude and phase of the har-
ics. The last works on harmonic coding wisely point out to the

mation of the all-pole model from the energy of the harmonics
0] as an alternative to achieve better compression ratios. How-
, the technique proposed in those works cannot be considered
equency-domain estimation, since the spectral envelope, ob-
ed by spline-based interpolation of the spectral energy of the

onics, is translated to the time domain so that Yule–Walker
be applied. Moreover, in case of non-stationary excitation the

jective spectral envelope delineated by the harmonics does not
espond strictly to that of an all-pole model [11], therein the
tioned method [7] becoming inaccurate.
This paper presents a novel all-pole estimation framework that

ls with the direct estimation of poles from frequency samples
oiced speech utterances. The proposed method is based on an
lysis-by-synthesis (ABS) mechanism in which the parametric
s and the energy of the harmonics are the main information
rs. This ABS framework allows theoretically to face more

llenging scenarios, such as in-frame non-stationary excitation
or non-stationary vocal tract. To the best of our knowledge,

present paper is the first one addressing the full frequency-
ain vocal tract estimation.

2. Problem Statement
ording to the speech production model [2], a short segment of
iced utterance can be expressed in simplified form as

s(t) = κ
m

h(t − mTo) , (3)

re To is the period of the vocal cord excitation, h(t) is the
al tract impulse response and κ its amplitude. Let us consider
onsecutive samples of the discrete-time speech signal s[n]

x[n] = wN [n] s[n] , (4)

The reflection coefficients (RC) [3], which are computed directly from
utocorrelation, are appropriate also to detect system stability. However
tuitive interpretation of the spectral response from the RCs is difficult.
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where wN [n] is the N -point analysis window. The Fourier trans-
form of x̂[n] can be expanded as

X(ω) = κ ωo H(ω)
k

WN(ω − kωo) , (5)

where ωo is the fundamental frequency or pitch, and H(ω) and
WN(ω) are the Fourier transforms of the discrete-time equivalent
vocal tract impulse response and the window respectively. The
frequency response of the vocal tract H(ω) is usually described
by an all-pole system as

H(ω) =
1

P

i=1

1 − pi e−jω

. (6)

where pi are the poles of the system (and roots of (2)).
The following approximation

X(kωo) = κ ωoH(kωo) WN(0) , (7)

is feasible if wN [n] is a well-defined analysis window, such as
Hamming or Gaussian. Formally speaking, (7) holds if WN(ω)’s
main lobe width is smaller than the fundamental frequency ωo. By
taking the absolute squared value and logarithm over the spectral
equality (7), the following relation holds

log X̂(kωo)
2

= log κ ωo WN (0)
2

+ log H(kωo)
2
. (8)

Fig. 1 shows the graphical interpretation of (8) on the complex
Z-plane: the logarithm operation transforms the product (6) into
a sum of (the same) functions centered at each pole location; the
value of this sum at the unit circle corresponds to the log spectral
response of the all-pole system.

The goal of this paper is to estimate the all-pole model H(ω)
from the spectral samples X(kωo). We state this problem as the
minimization of the following risk

J p �

k

χk
2 , (9)

where p = (A,p1, . . . , pP ) is the vector with the log energy and
the poles, and χk is the residual difference at the k-th harmonic

χk � log X̂(kωo)
2
− A +

P

i=1

log pi − ejkωo
2
. (10)

The desired solution results from the minimization of the risk (9)
with respect to the poles pi and log-power level A

p̂ = arg min
p

J p . (11)

The proposed risk (9) involves the difference between the log
spectral samples and the log AR spectrum. This log-based mea-
sure is usually considered as the natural indicator of the subjec-
tive closeness between speech spectra. On the contrary the Yule-
Walker algorithm, classically used to draw the vocal tract model,
yields the minimization of the squared spectral difference in the
linear domain, and not in the logarithmic one.
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re 1: All-pole system in the complex plane: the complex func-
log |H(z)|2 is the sum of the function − log |z|2 centered on
pole location. The spectrum of the output of the all-pole sys-
to a periodic pulse excitation meets that complex surface at

location of the harmonics along the unit circle.

3. Estimation Mechanism

error surface in the least squares AR modelling is well-known
e quadratic, thus possessing a global minimum. However, the
tification of the poles (11) is a nonlinear problem. Further-
e, the risk functional (9) cannot be assured to be convex in the
re domain. The question thus arises as which mechanism is
able to reach the solution and to whether or not there are false
l minima to which the mechanism can converge.

Numerical Algorithm

minimization of the risk (9) can be accomplished with the
owing gradient algorithm

pk+1 = pk −
1

2
μ

∂J (p)

∂pH
k

, (12)

re μ is the step-size diagonal matrix

μ �
I

diag
∂2J (p)

∂p0
2

,
∂2J (p)

∂p1∂pH
1

, . . . ,
∂2J (p)

∂pP ∂pH
P

. (13)

e I is the identity matrix and diag(a) is the diagonal matrix
t with vector a. The step matrix (13) is built with the diago-
of the Hessian matrix, characteristic in the Newton–Raphson
hod. The gradient results in

∂J (p)

∂p0
= −2

k

αk χk , (14a)

∂J (p)

∂pH
i

= 4
k

αk χk

pi − ejkωo

pi − ejkωo
2

, (14b)



and the Laplacian as

∂2J (p)

∂p0
2

= 2
k

αk , (15a)

∂2J (p)

∂pi∂pH
i

= 4
k

αk

2 − χk

pi − ejkωo
2 . (15b)

The update described by equations (14) can be intuitively inter-
preted as the pole being “pulled” by the points of the unit circle
with an intensity depending on the error and the distance at each
circle location.

3.2. Convergence Analysis

It will be shown that there are no false minima in the proposed risk
functional except for trivial labelling ambiguities. An important
part of the analysis here is supported by the analysis in [5]. The
minima of the risk functional (9) are the solution of the following
equation

∂J p

∂pH
=

∂J p

∂aT

∂a

∂pH
= 0 . (16)

where a = (a1, . . . , aP ) are the AR coefficients (1). The first term
in (16) results in

∂J p

∂aT
=

k

α̂kχk , (17)

where
α̂k = αk � H(ω) ejω[1...P ]T . (18)

The null in (17) is clearly met by the least square (LS) solution
over the cepstral domain. However, note that if p̂i is a solution,
1/p̂∗

i can be also valid. On the other hand, the second source of
minima in (16) is

∂a

∂pH
= 0 , (19)

which has been object of careful analysis in [5]. It is easy to deduce
that the optimal log-level parameter fulfils

E p̂0 = log ω2
o + log WN(0)

2
. (20)

Thus, we can conclude that four classes of regions exist where
the gradient (16) can be zero:

1. a point, such that |pi| < 1, where the term (17) is zero: the
least squares (LS) solution on the cepstral domain,

2. another regions where not all pi are inside the unit circle
and the term (17) is zero, which corresponds to a unstable
all-pole filter,

3. regions (19) with two equal poles, pj = pk for j �= k, and

4. regions (19) where |pk| = 0 for one or more k.

In order to avoid the areas 2, 3 and 4, the evolution of the pole
should be monitored in the algorithm (12) according to:

— The poles have to be inside the unit circle. Enforcing |pi| <
1 prevents case 2.

— The initial value of any two poles must be dissimilar. If
pi � pj the convergence tends to slow down.

— The initial value of the poles must be pi �= 0. Large initial
values as |pi| ≈ 1 favor a faster convergence.
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ough the risk has no false local minima it does exhibit multi-
minima. In fact it contains P ! minima, all valid solutions that
espond to the possible permutations of the P poles. In spite

his multiple choice, the algorithm presents a rapid convergence
ne of the P ! solutions, which is usually the closest one to the
initialization. Finally, it is simple to prove that the risk (9) is

nvex function around the minimum.

4. Results
experiments address the all-pole filter estimation in the pres-

e of a deterministic pulsed excitation. The synthetic signal was
erated accordingly, of which N = 384 samples were consid-

(which is equivalent to 48 ms at 8 kHz sampling rate). The
al segment was Hamming-windowed, zero-padded to 1024
ples and DFTed. The fundamental frequency was estimated

the log-spectrum according to the method described in [11],
reby the log-energy of the harmonics was obtained and used
nput to the all-pole estimation. Fig. 2 contains the results for
different cases of fundamental frequency: a) To larger than

time response of the all-pole filter, and b) a period much lower
the filter time response, which yields severe time overlapping

ng the response of adjacent pulses. The central pictures of Fig.
ow the all-pole spectral envelope estimated with the method
osed in this paper (in solid line) and with the method for har-
ic coding proposed in [7] (in dotted line). This last method is
d on interpolating the harmonic energy with a high-resolution

ne over a log-warped frequency domain, Fourier inverting the
lt and using finally Yule-Walker in order to obtain the time-
ain LPC coefficients ai.
It is pleasant to see that the estimation delivered by the method
osed in this paper does not get affected by the fundamental
uency ωo. Especially in case of the wide-spaced harmonics
ersampling the spectral formants, the estimated all-pole enve-

is very accurate. On the contrary, the spline-based technique
in harmonic coding does get affected severely by the fun-

ental frequency: while in case of a low-pitched segment the
mation is accurate, in case of high pitch the envelope deliv-

results quite naı̈ve. On the other hand, the evolution of the
s during the analysis-by-synthesis mechanism shows two main

ses: the initial one, in which the risk functional is not necessar-
convex and thus the pole evolution suffers sudden jumps, and
final one, characteristic for a direct evolution to convergence.
poles from the 10-order model tend to zero in both examples,

cating that the actual all-pole model order is smaller than ini-
y thought.
We also carried out experiments with real speech segments and
previous discussion can be extended here. However, in several
s the all-pole fitting did not result satisfactory. Following are
interpretations on the problems encountered and some hints on
to address them with the proposed technique:

Since the length of the speech segment ranged within 30-
40 ms, the pitch may not be stationary within that interval.
In order to obtain a highly detailed harmonic spectrum, we
used the Fan-Chirp transform proposed in [11]. As proven
in that work, the resulting spectral envelope is actually a
smoother version of the actual one, the more the higher the
pitch rate and frequency. This means that the energy of the
harmonics do not delineate strictly an all-pole system.

Because of that relatively long segment, the vocal tract in a
real speech segment may not remain stationary within that
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interval. As previously, that implies that the spectral enve-
lope does not correspond strictly to an all-pole system.

The analysis-by-synthesis (ABS) technique proposed in the paper
may be adequately modified in order to cope with the mentioned
non-stationary scenarios (while the harmonic coding technique [7]
on the contrary cannot cope with that challenge). These problems
are covering currently our research activity.

5. Conclusions
This paper has proposed a novel method to estimate the all-pole
model from the log energy of the harmonics in voiced speech ut-
terances. The preliminary analysis-by-synthesis method is the first
one addressing the estimation of frequency parameters from spec-
tral samples in a direct fashion. Results over synthetic voiced ut-
terances reveal the accuracy and robustness against different pitch
values of the proposed technique, in contrast to the current tech-
niques used in harmonic coding. This work represents a modest
contribution to shift the attention to the frequency domain in linear
prediction analysis. A new version of the method to cope with the
non-stationary nature of real speech is currently under investiga-
tion. The integration of this technique in Harmonic Coding is also
foreseen in future steps.
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Figure 2: Estimation of an all-pole filter excited with periodic pulses: top – F0 = 88 Hz, bottom – F0 = 246 Hz (actual analog bandwidth
4kHz). For each case, from left to right: signal samples (rotated clockwise), spectrum in log scale with estimated spectral envelope by the
proposed method (solid line) and that of [7] (in dotted line), and trajectory of the poles during 50 iterations (final location marked with
“×”). The synthetic signal sounds like the /a/ voiced utterance.
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