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Abstract

In this paper, we propose a novel approach to speech enhancement,
which incorporates a new criterion based on residual noise shap-
ing. In the proposed approach, our goal is to make the residual
noise perceptually comfortable although the power of the resid-
ual noise is relatively high. In contrast to the conventional tech-
niques, the proposed approach regulates not only the power of the
signal distortion and residual noise but also the spectral shape of
the residual noise. A predetermined ‘comfort noise’ is provided
as a target for the spectral shaping. Three different versions of
enhancement algorithms adopting the proposed criterion are pre-
sented. Subjective listening test results show that the proposed al-
gorithm outperforms the conventional spectral enhancement tech-
niques which are based on soft decision and the noise suppression
module implemented in IS-893 Selectable Mode Vocoder.
Index Terms: speech enhancement, residual noise, comfort noise.

1. Introduction
The quality of a spoken language processed by speech coders and
the performance of automatic speech recognition systems degrade
seriously under the presence of additive background noise. Speech
enhancement technique, which estimates the clean speech robustly
when only the noisy signal is available, has become an indispens-
able part of practical speech processing systems.

One of the predominant approaches to speech enhancement is
the spectral subtraction algorithm, which subtracts estimated spec-
tral components of the noise from the input spectrum. Recently,
the spectral subtraction technique has been generalized to include
all the approaches that apply some spectral gain to the noisy speech
spectra. A variety of criteria are used for the spectral subtrac-
tion task such as the minimum mean square error (MMSE) (which
leads to the Wiener filter) [1], MMSE spectral amplitude [2], and
MMSE log spectral amplitude criteria [3]. The performance of
these speech enhancement algorithms has been enhanced with the
incorporation of soft decision scheme [4].

More recently, there has appeared a new class of speech en-
hancement algorithms called the signal subspace technique [5].
Signal subspace techniques have shown a fairly good performance
by making a compromise between the signal distortion and resid-
ual noise. Though effective in enhancing speech quality, these al-
gorithms require a heavy computational burden. Some efforts have
been made to reduce the computational amount [6]. Furthermore,
several variations of signal subspace approach have been devel-
oped in order to keep the residual noise inaudible by constraining
its level to be placed below the masking threshold of hearing [7]-
[9].

It is known that there exist some noises that are heard more
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fortable and pleasant in terms of human auditory perception.
y standard codecs generate perceptually comfortable noises to

in the silence intervals for which only a small number of bits
allocated [10]-[13]. Some noises are felt more comfortable
human ears than others even if their power is higher. For that
on, it would be beneficial to control not only the average power
also the shape of the residual noise spectrum for a successful
ch enhancement.
In this paper, we propose a novel criterion for speech enhance-
t which shapes the residual noise such that it can be heard more
fortable. The proposed approach regulates not only the power
peech distortion and residual noise, but also the spectral shape
he residual noise. Three different versions of the algorithm are
ented based on the proposed criterion. A simplified implemen-
n of the algorithm is found to have very little computational
plexity and shows better performance compared with the al-
thm proposed in [4] and that employed in IS-893 Selectable
de Vocoder (SMV) [11].

2. Residual noise shaping in Speech
Enhancement

General linear estimator case

x and n be K-dimensional time domain sample vectors of the
n speech and noise, respectively. If the noise is assumed to be
itive, the observed noisy speech vector y can be described as

y = x + n. (1)

x̂ = Hy be a linear estimator of x with H being a K × K
rix. Then, the error vector e is given by

e = x̂ − x

= (H − I)x + Hn

Δ
= εx + εn (2)

re εx
Δ
= (H − I)x represents the signal distortion and εn

Δ
=

is the residual noise [5]. Let a denote an ensemble average
he random variable a. Then, a typical criterion used in signal
space speech enhancement approach is given as follows:

Hopt = arg min
H

ε2x

subject to :
1

K
ε2n ≤ ασ2 (3)

re 0 ≤ α ≤ 1 and σ2 is the variance of noise signal if the noise
sumed to be white [5], or some positive constant if the noise is
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assumed to be colored [6], [14]. According to this criterion, the en-
hancement algorithm tries to minimize the signal distortion while
maintaining the residual noise level below a certain threshold. It is
noted that (3) concentrates on the power of the residual noise re-
gardless of its spectral shape. In order to alleviate this limitation, a
number of approaches that utilize the masking property of human
auditory system have been developed [7]-[9]. These approaches
determine the threshold based on the masking property resulting
in a sort of residual noise shaping. The major purpose of the noise
shaping in these techniques is to make the residual noise inaudible
and they still focusses on the relative power of the residual noise
with respect to the speech power spectra.

In contrast to the masking-based techniques, our approach
tries not only to keep the residual noise power small but also to
make it more comfortable for human hearing. The difference be-
tween the proposed criterion and that adopting masking properties
lies on whether the purpose of residual noise shaping is to make the
residual sound perceptually comfortable or to make it inaudible.

Given the K-dimensional desired comfortable noise vector s,
the proposed criterion modifies (3) such that

Hopt = arg min
H

ε2x

subject to : ε2n ≤ α

and E[||Hn − gs||2] ≤ β (4)

where E[·] means the expectation of the enclosed random variable
and the additional second constraint attempts to make the spectral
power distribution of the residual noise match that of the desired
target, s, more closely. In (4), the gain g is chosen to minimize the
distance between Hn and gs, i.e.,

g = arg min
k

||Hn − ks||2 =
(sT Hn)

sT s
(5)

with T denoting matrix transposition. Note that the second con-
straint in (4) is described in terms of the Euclidean distance be-
tween the time domain residual noise and the scaled desired signal
vectors, which is equivalent to the spectral distance according to
the Parseval’s theorem. The desired comfortable noise vector s is
treated as a fixed deterministic vector which can vary from frame
to frame.

How to select the desired comfortable noise is an important is-
sue. Most of the standard coders design the comfortable noise as a
white signal processed by the linear prediction (LP) synthesis filter
[10]-[12], or a synthesized signal using randomly generated pitch
lags, adaptive codebook gains and fixed codebook excitations [13].
It is generally known that some noises such as the vehicular noise
are more comfortable for human ears than other types of noises
with the same signal-to-noise ratio (SNR). We can use the output
of an LP synthesis filter with an appropriate excitation as a de-
sired signal as in standard codecs, or can use a set of perceptually
pleasant noise vectors instead. In principle, any signal which is
comfortable for human ears can be the target comfortable noise, s.

The problem stated in (4) is a convex optimization task, and we
can construct an objective function using the method of Lagrange
multipliers as follows:

J = ε2x + μ1(ε2n − α) + μ2(E[||Hn − gs||2] − β) (6)
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re μ1, μ2 ≥ 0 are the Lagrange multipliers. From (2) and (5),
objective function J in (6) becomes

= tr (H − I)Rx(H − I)T + μ1(tr HRnH
T − α)

+μ2(tr HRnH
T − sT HRnH

T s

sT s
− β) (7)

hich Rx and Rn are the autocorrelation matrices of x and n,
ectively. Differentiating this objective function with respect to
nd setting it to zero leads us to

H{Rx + (μ1 + μ2)Rn} − Rx − μ2

sT s
ssT HRn = 0 (8)

re the last term makes the algorithm different from the conven-
al signal subspace approach. It is not easy to derive a closed

solution of this equation, but it can be solved since it poses a
of K × K linear equations in K × K unknown variables.

Spectral subtraction case

a simpler and computationally less expensive implementa-
, we can consider the spectral subtraction approach where
is constrained to have the form H = FHGF in which F
otes the discrete Fourier transform (DFT) matrix and G =
g[g1, g2, · · · , gK ]. With this structured form of estimation, the
ctive function (7) becomes

J = tr (FHGF − FHF)Rx(FHGF − FHF)

+(μ1 + μ2)tr FHGFRnF
HGF

−μ2
sT FHGFRnF

HGFs

sT s
− μ1α − μ2β. (9)

RX and RN be defined as follows:

RX = E[FxxHFH ] = FRxF
H

RN = E[FnnHFH ] = FRnF
H (10)

let S denote the DFT vector of s, i.e., S = Fs. Then, using the
erties FHF = I and tr (ABC) = tr (CAB), the objective
tion J can be reduced into

J = tr(G − I)2RX + (μ1 + μ2)trG
2RN

−μ2
SHGRNGS

SHS
− μ1α − μ2β, (11)

J =
j

(gj − 1)2RXjj + (μ1 + μ2)
j

g2
j RNjj

−μ2
jk S∗

j gjRNjkgkSk

j |Sj |2 − μ1α − μ2β (12)

re Aij represents the (i, j) th element of a matrix A and ai is
i th element of a column vector a. Like in the general linear
mator case, we can obtain a set of equations that G must satisfy
ifferentiating J with respect to gi’s for 1 ≤ i ≤ K and setting

to zero. After some algebra, we have

Xii + (μ1 + μ2)RNii}gi − RXii

−μ2

j

RNij

Re [S∗
jSi]

k |Sk|2 gj = 0, 1 ≤ i ≤ K (13)

re the last term makes the solution different from the conven-
al Wiener filter.



2.3. Modified Wiener filtering case with a further assumption

Further assumption can be adopted to make the computational
complexity very low. If we assume that the frequency compo-
nents of the noise signal are statistically uncorrelated, i.e., RNij =
0 for i �= j, (13) further reduces to

RXii + μ1 + μ2(1 − |Si|2
j |Sj |2 ) RNii gi = RXii,

1 ≤ i ≤ K. (14)

If we let the SNR for the i-th frequency bin be denoted by ξi =
RXii/RNii, the optimal gi can be written in a closed form as
follows:

gi =
ξi

ξi + μ1 + μ2(1 − |Si|2
j |Sj |2 )

, 1 ≤ i ≤ K. (15)

It is not difficult to see that the spectral gain increases as the power
of the corresponding spectral component of the normalized desired
comfortable noise gets larger and vice versa.

The Lagrange multipliers μ1 and μ2 should be computed from
the thresholds α and β, which turns out to be rather complicated.
For that reason, we choose to control μ1 and μ2 directly. In other
words, instead of the constrained minimization problem stated in
(4), we construct a simple minimization problem where the objec-
tive function is just a weighted summation of three subfunctions to
be minimized such that

J = ε2x + μ1ε2n + μ2E[||FHGFn − gs||2]. (16)

Now, μ1 and μ2 are the weights that control the trade-off among
the signal distortion, the power of the residual noise, and the spec-
tral shape of the residual noise. Minimizing J once again leads us
to the solution given in (15).

The assumption of statistical independence among noise spec-
tral components is quite common even though it may deviate
from the real measurement [2]-[4]. However, it is generally ac-
cepted that the correlation among different frequency components
is weaker in the background noise than in voiced speech signals,
which have a harmonic structure. Moreover, although the assump-
tion is not quite accurate, the resulted gain function (15) has some
intuitive meanings. It has a form similar to that of the Wiener filter
except for the fact that there are two parameters: μ1 adjusts the
trade off between the signal distortion and the residual noise, and
μ2 controls the perceptual comfortableness of the residual noise.
In this respect, the proposed algorithm can be considered as an ex-
tended version of the conventional Wiener filter, which explicitly
incorporates the capability of residual noise shaping.

3. Experimental results
The simplified spectral gain function shown in (15) was applied
to the speech enhancement task. Processing of data and the SNR
estimation for each frequency bin were carried out in exactly the
same way as those used in [4]. The distributions for DFT coef-
ficients of noise and noisy speech signal were modeled in terms
of the complex Gaussian distributions and the global speech ab-
sence probability (SAP) was computed based on these parametric
models. Estimates for the relevant parameters such as variances of
the clean speech and background noise components were updated
based on a soft decision scheme. Interested readers are referred to
[4]. In this experiment, what is differentiated from [4] is that we
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lied (15) for gain computation instead of the Ephraim-Malah’s
. Except for the gain computation step, all the other parts of
ch enhancement were maintained the same to those employed

4]. In this respect, the proposed approach can be considered
post-processing unit that is concatenated to a speech enhance-
t system and modifies the noise-suppressed output so that it
be heard more comfortable in human perception.

As a target comfort noise, we tried two signals. One was ex-
ted from the vehicular noise samples in NOISEX-92 database,
the other was generated by passing a white random noise

ugh the 10th-order LP synthesis filter where the LP parameters
e estimated from the input speech. The vehicular noise was se-
ed since it is known perceptually comfortable even in low SNR
ditions. On the other hand, the idea of exciting the LP syn-
is filter with a white noise comes from many standard speech
ers where only a rough information of the spectral envelope is
smitted during non-active speech periods [10]-[12]. The use
he spectral envelope generated by the LP synthesis filter can
somewhat account for the masking effect though the residual
e power is not strictly restricted below the masking threshold.

m a number of experiments, we found that both of the two tar-
comfort noises resulted in a comparable performance. All the
erimental results shown in the remainder of this paper were
ined when we applied the LP synthesis filter to generate the
red comfort noise. We could observe a similar performance
the vehicular noise.

In order to evaluate the performance of the simplified ver-
of the proposed enhancement algorithm, an informal subjec-
quality evaluation was performed. The test material consisted
ight 7.5-s-long speech files spoken by 4 male and 4 female
kers. Each file contained two sentences and was sampled at
z. These files were corrupted by three different kinds of ad-
e noises at various SNR’s. The added noises were extracted
the white, pink and F-16 cockpit noise waveforms collected

OISEX-92 database. The frame size was 10 ms and 128-point
Fourier transform was applied to extract the spectra. For each
file, nine listeners gave their opinion of the perceptual quality
a score among 5 (excellent), 4 (good), 3 (fair), 2 (poor) and 1
). All the scores from the listeners were then averaged to yield

mean-opinion-score (MOS). In this experiment, the parameters
control the contribution of each distortion in (16) were set to

= 0.25 and μ2 = 0.8.

Table 1 summarizes the results of the MOS tests. The per-
ance of the proposed algorithm (denoted as SERNS, which is

bbreviation of Speech Enhancement based on Residual Noise
ping) was compared with that of the spectral enhancement
hod based on the global soft decision presented in [4] (denoted
EGSD) and was also compared with that of the algorithm

pted in IS-893 SMV. The proposed algorithm outperformed
SEGSD algorithm, which showed a slightly better performance

that used in SMV, by 0.18 in MOS score on average. Even
gh the performance gain was not quite large, the proposed al-
thm demonstrated a consistently better performance than other
rithms at every SNR with any background noise type tested in
experiment. The experimental results show that even in the
plified implemental form, the proposed approach considering
ppropriate residual noise shaping improves the performance

he conventional speech enhancement systems.
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4. Conclusions
We have proposed a novel criterion of speech enhancement, which
shapes the residual noise so that it can be heard more comfortable.
Three different versions of the enhancement algorithms based on
the proposed criterion are presented. The simplest one has a form
similar to that of the Wiener filter and so it can be implemented
with a very little computational complexity. The performance of
the simplest version of proposed algorithm was shown to be supe-
rior to that of the conventional spectral subtraction algorithm based
on global SAP and that of the algorithm used in IS-893 SMV. Fur-
ther study areas may include the computationally efficient imple-
mentation of the more complicated versions of the proposed en-
hancement algorithm.
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noise white pink F-16 cockpit Average

SNR(dB) 5 10 15 5 10 15 5 10 15
SMV 2.89 3.61 4.04 1.53 2.33 3.28 1.76 2.69 3.50 2.85

SEGSD 2.97 3.64 4.04 1.60 2.42 3.42 1.79 2.69 3.53 2.90
SERNS 3.26 3.69 4.06 1.76 2.83 3.81 1.85 2.71 3.71 3.08

Table 1: MOS results for the proposed enhancement algorithm (SERNS), the one presented in [4] (SEGSD) and the one adopted in IS-893
Selectable Mode Vocoder (SMV) under various environmental conditions.
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