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Abstract

This paper describes a user simulator based on analysis of
VoiceXML description. A user simulator is a method to evalu-
ate a spoken dialog system without the use of human evaluators.
The new feature of our simulator is that it uses a VoiceXML de-
scription that describes the dialog system’s behavior. By using
the VoiceXML description, the proposed simulator can be used for
any dialog system that works with VoiceXML. We constructed a
prototype of the user simulator and carried out an evaluation ex-
periment. The experimental result showed that the dialog between
the simulator and the dialog system had similar properties to that
between human subjects and the dialog system.
Index Terms: spoken dialog system, user simulator, VoiceXML,
system evaluation

1. Introduction
Spoken dialog systems provide a user with an easy way to oper-
ate various equipment and electric appliances[1] or to access auto-
mated telephone-based services[2]. To develop a reliable spoken
dialog system, it is indispensable to run extensive tests. Of the
many items to be checked; stability of the system, average time of
a session and recognition performance are but a few. As a spoken
dialog system is designed to interact with a human, performing
an extensive test of such a system requires many human subjects
which, in turn, requires a lot of time and money.

Therefore, to reduce the amount of experiments involving hu-
man subjects, a simulator-based evaluation of spoken dialog sys-
tems has been proposed. López-Cózar et al. proposed a user
simulator[3] to evaluate dialog system SAPLEN[4], which per-
forms dialog pertaining to orders and queries in fast food restau-
rants.

The user simulator by López-Cózar et al. is based on three
data: the scenario corpus, the utterance corpus and the action rules.
The scenario corpus is a set of semantic frames, of which each
frame contains a goal for the dialog. The user simulator performs a
dialog with a spoken dialog system according to a scenario chosen
from this corpus. Second, the utterance corpus is a set of recorded
user utterances. The user generator makes an utterance by playing
an utterance in this corpus. Third, the action rules determine the
next action to be taken by the user simulator when a prompt is
given by the spoken dialog system.

There are two problems relating to the user simulator proposed
by López-Cózar et al. One problem is that it requires all user utter-
ances to be recorded beforehand. In the developmental processes
of a dialog system, the addition or alteration of words in the vocab-
ulary often occurs. To accommodate this, a developer has to record
the human voice of the additional words in order to evaluate the re-
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Figure 1: Overview of the user simulator.

d dialog system. The other problem is that the action rules are
-dependent. As such, the developer has to write the rules by

when evaluating a dialog system of a different domain.
In this paper, we propose a user simulator that can be used for
uation of spoken dialog systems that uses VoiceXML[5] de-
tion. Our user simulator uses a speech synthesizer to generate
imulated user utterances. Moreover, the simulator exploits the
eXML description that describes the behavior of the spoken
g systems to be evaluated.

. Behavior of the proposed user simulator
Overview

re 1 shows an overview of the proposed user simulator. There
several assumptions on the spoken dialog system to be evalu-
by the user simulator:

• The dialog system is based on VoiceXML, which means
that all the behaviors of the system can be written in
VoiceXML.

• The strategy of the dialog system is restricted to a system-
initiative, item-by-item query.

• The dialog system always makes a confirmation whenever
the dialog flow branches.

• The recognition results by the dialog system can be ob-
served directly from an external program (by looking in the
log file, for example) while performing a dialog.

assumptions except the first one are too strong to use the pro-
d user simulator for all dialog systems. These points have to
proved in future versions of the simulator.
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<form id="beverage_service">
<field name="beverage">

<prompt>
What would you like to drink?

</prompt>
<grammar src="drink_grammar.gsl"/>

</field>
<field name="num">

<prompt>How many cups?</prompt>
<grammar src="num_grammar.gsl"/>

</field>
<filled>

<goto next="#yesno">
</filled>

</form>

Figure 2: An example of a dialog description in VoiceXML (voice
input)

Now, let us explain the behavior of the user simulator. First,
the simulator reads the VoiceXML file that describes the behav-
ior of the spoken dialog system. Then, the simulator analyzes the
description and gathers the following information:

• All forms and variables corresponding to the items to be
filled

• All grammar used to recognize utterances

At this stage the simulator waits for the dialog system’s prompt.
When the dialog system utters the first prompt message, the sim-
ulator generates the goal of the dialog randomly using the vari-
ables and grammar of the dialog description written in VoiceXML.
When the dialog system asks the user the value of an item, the sim-
ulator utters it according to the dialog goal. When the dialog sys-
tem makes a confirmation utterance, the simulator compares the
values of variables in the dialog system with the dialog goal. If the
recognized items differ from the items in the dialog goal, then the
simulator makes corrective utterances. Otherwise, the simulator
utters ‘yes’ and the dialog terminates.

2.2. VoiceXML description

Figure 2 and 3 show examples of the form part of the VoiceXML
file. These examples are a part of a task that involves accepting
an order for a beverage. From the assumption, the dialog strategy
is restricted to system-initiative item-by-item style. Therefore, we
can assume that one field will correspond to one query.

Figure 2 is an example pertaining to items. In this exam-
ple, the dialog system asks the user the preference of a beverage
and quantity. The query of each item is specified by a <field>
tag, and the queries are enclosed by a <form> tag. Within one
<field> tag there is a <prompt> tag and a <grammar> tag.
The <prompt> tag specifies the prompt message to be played
by the speech synthesizer, and the <grammar> tag specifies the
grammar to be matched to the user’s utterance.

Figure 3 shows an example of a confirmation. In this exam-
ple, the message in the <prompt> tag presents the user with the
recognition results, and the dialog system waits for the user’s con-
firmation utterance. When the confirmation is accepted, the dialog
state branches (the <if> tag) according to the user’s utterance.
When the answer is ‘yes’, the dialog system exits and the values
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rm id="yesno">
field name="confirm1">
<prompt>
I will bring <value expr="num">
<value expr="beverage">. OK?

</prompt>
<grammar src="confirm_grammar.gsl"/>

/field>
filled>
<if cond="confirm1 == yes">
<prompt>

OK. I will bring <value expr="num">
<value expr="beverage">.

</prompt>
<exit/>

<else/>
<goto next="#beverage_service"/>

</if>
/filled>
orm>

re 3: An example of a dialog description in VoiceXML (con-
ation)

Figure 4: State transition of the sample VoiceXML

e variables (in this example, beverage and num) are sent to
ackend system.

The dialog flow written in VoiceXML can be regarded as a
of finite state automata. The FSA correspond to the above
ple as shown in Figure 4. The <field> tags correspond to

s in the FSA, and the <form> tags are groups of states. The
transition happens when the dialog system accepts a user’s

ance.

Behavior of the user simulator

user simulator holds the same FSA as the dialog system. The
rence is that the simulator makes an utterance when moving
one state to another, while the dialog system accepts an ut-

nce.
First, the simulator generates the goal of the dialog. Here,
goal of the dialog is defined as a set of field variables that
ar in the VoiceXML description files along with the values
e variables. While López-Cózar’s simulator uses a corpus of
g goals, our simulator generates any combination of variables

their values, randomly. The available values of a variable are
ined from the grammar specified in the field.
The simulator behaves differently according to whether the
ent state is a confirmation state or not. If the current state is



not a confirmation state, then the simulator makes an utterance ac-
cording to the field variable associated with the current state. To
make an utterance, the simulator references the grammar of the
current state, and chooses a sentence randomly that corresponds to
the value of the field variable.

The simulator regards the current state to be a confirmation
state if the name of the field contains a string ‘confirm’. If the
current state is a confirmation state, the simulator first checks the
contents of the <prompt> tag. The prompt message must con-
tain <value> tags to confirm the values of the recognized items.
Therefore, the simulator looks up the <value> tags in the prompt
message, and the variables in the <value> tags are regarded as
the items to be confirmed. The simulator compares the values of
the variables in the dialog system with the corresponding values in
the dialog goal. If all the values are equal, the simulator simply
utters ‘yes.’ Otherwise, it utters ‘no’ and moves to the input state
according to the VoiceXML description.

2.4. What the simulator can and cannot do

As explained above, the simulator behaves according to the
VoiceXML description for the spoken dialog system. That means
that the simulator assumes the role of the user who completely
complies with the scenario of the dialog system. It can be used
to measure the word recognition rate, average turn, task comple-
tion rate etc., or to investigate the effect of a different speaker (by
changing the speaker model of the speech synthesizer) and envi-
ronmental noise. The simulator can also be used to test the relia-
bility of the dialog system by performing multiple dialogs contin-
uously.

Conversely, it is not capable of processing utterances that the
grammar of the system does not cover, or to evaluate the behav-
ior of the system against out-of-vocabulary utterances. To achieve
these measures, we need to apply other user models than the
VoiceXML description. This is an interesting and important issue
to be solved in future work.

3. Experiments
3.1. Overview

We carried out experiments to evaluate the user simulator. The cri-
terion of the evaluation is how the evaluation of the dialog system
employing a simulator is similar to that of the system using human
subjects.

First, we carried out an experiment of recognizing synthesized
speech to confirm whether speech synthesis can be used instead
of playing recorded speech. In this experiment, word accuracy of
synthesized speech is compared to that of the human voice.

Next, we carried out dialog experiments involving five small
tasks using both the user simulator and human subjects. Then,
the number of user utterances and the task completion rate of the
simulator are compared with those of the human subjects.

3.2. Recognition of synthesized speech

Table 1 shows the conditions of the experiment. We examined
two speech synthesizers. GalateaTalk, which is based on HMM-
based speech synthesis technology, is a part of spoken dialog sys-
tem Galatea[8]. SmartVoice XP is a commercial voice recognition
and synthesis engine produced by NEC. The task was recognition
of continuous, read, Japanese speech (newspaper article).

The word accuracy for five synthesized voices and one human
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e 1: Experimental conditions of the word recognition experi-
t

aluation sen-
ces

105 sentences from Mainichi Shimbun
newspaper[6]

cognition
gine

Julius 3.4-multipath[7]

oustic model 2000 states, 16 mixture PTM model for
Japanese

nguage
del

20k vocab. trigram trained from 75 months
of Mainichi Shimbun

eech synthe-
er

GalateaTalk (2 males, 1 female),
SmartVoice XP (1 male, 1 female)

man subject 1 male from JNAS database[6]

igure 5: Recognition results for various synthesized voices

e is shown in Figure 5. These results showed that the word
racy for SmartVoice was not good, but that for GalateaTalk is
ood as that for a natural human voice. As quality of the voice
hesized by SmartVoice is not less than that by GalateaTalk,
bias in the result might be caused by differences in the speech
base from which the speech synthesizer is trained.

Dialog experiments

t, we carried out machine-machine and human-machine dia-
experiments. Table 2 shows the tasks used in the experiments.
s 1–4 are commands given to an intelligent care robot[9].
s 5 and 6 are ticket reservations for the Tohoku Shinkansen

erexpress. The difference between task 5 and 6 is that task 5
only the destination and the seat (reserved or non-reserved)

e in task 6 the origin of the train is also asked. When the seat
served, the system also asked the preference regarding being
ed in a smoking car. The column ‘#items’ shows the number
ems to be asked, and Nm shows the minimum number of user
ances.
In this experiment we used GalateaTalk (male 1 and male 2
e voices) as the speech synthesizer. The number of machine-
hine dialogs was 165. We conducted the speech recognition
via generated speech files by the synthesizer (i.e. no environ-
tal noise).
As for the human-machine dialog experiment, 8 subjects made
dialogs in total. The dialog experiment was carried out in a



Table 2: Tasks used in the dialog experiments

Task
No.

task description # items Nm

1 Throw garbage away 1 2
2 Open/close curtain 2 3
3 Bring a cup or a chair 2 3
4 Bring something to drink 2 3
5a Reservation of train 1 (non-reserved) 2 3
5b Reservation of train 1 (reserved) 3 4
6a Reservation of train 2 (non-reserved) 3 4
6b Reservation of train 2 (reserved) 4 5

Figure 6: Comparison of task completion rate

silent room.
The comparison of task completion rate (TCR) is shown in

Figure 6. From this result it is clear that the TCR for human-
machine dialog and that of machine-machine dialog are strongly
related. However, the absolute value of the TCR of human-
machine dialog is slightly higher than that of machine-machine di-
alog. The decrease in TCR in machine-machine dialog was caused
by misrecognition of confirmation utterances, where confirmation
utterances were recognized as ‘yes’.

Figure 7 shows the average number of user utterances for both
dialogs. As the tasks used in this experiment were relatively sim-
ple, the results were similar to the Nm of each task. This result
shows that the average number of user utterances can be precisely
estimated by a machine-machine dialog experiment.

4. Conclusion
The user simulator based on VoiceXML was described. This sim-
ulator exploits the description of dialog written in VoiceXML, and
behaves as a user of that dialog system. It utilizes a speech syn-
thesizer to generate user utterances, which enabled us to evaluate
a dialog system without recording any real voice. The recognition
experiment proved that synthesized speech could be used as an al-
ternative to a recorded human voice. In addition, we carried out
human-machine and machine-machine dialog experiments. The
experimental results showed that the result of the human-machine
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Figure 7: Comparison of number of user utterances

g could be estimated using the result of the machine-machine
g experiment.

The remaining problems are that the simulator cannot perform
of-task behavior or out-of-vocabulary utterances. To achieve a
e ‘real-human-like’ simulator, we must model the user behav-
n a different way.
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