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ABSTRACT

Arabic has a large number of affixes that can modify a stem to
form words. In automatic speech recognition (ASR) this leads to
a high out-of-vocabulary (OOV) rate for typical lexicon size, and
hence a potential increase in WER. This is even more pronounced
for dialects of Arabic where additional affixes are often introduced
and the available data is typically sparse. To address this problem
we introduce a simple word decomposition algorithm which only
requires a text corpus and a predefined list of affixes. Using this al-
gorithm to create the lexicon for Iraqi Arabic ASR results in about
10% relative improvement in word error rate (WER). Also using
the union of the segmented and unsegmented vocabularies and in-
terpolating the corresponding language models results in further
WER reduction. The net WER improvement is about 13% relative.

Index Terms:Speech recognition, language modeling, Dialectal
Arabic, morphological analysis, prefixes and suffixes.

1. INTRODUCTION

Arabic is a morphologically rich language. Prefixes and suffixes,
affixes for short, augment word stems to form words. Moreover,
word stems are derived by applying some predefined patterns to
roots. For example, the word stem lAEb1(“player” in English) can
be modified using the prefix Al and the suffixes An and wn to
create the three words AllAEb (the player), AllAEbAn (the two
players), and AllAEbwn (the players). The word stem lAEb itself
is derived from the root lEb (to play) by applying a certain pat-
tern. Thus, the root lEb in this example gives rise to four different
words in addition to many others (not listed) by applying different
prefixes and suffixes and also different patterns.

For automatic speech recognition (ASR) a word is defined as a
string of characters separated by space. Hence, word definition is
not aware of morphological relationships between different words.
In practice this leads to a high out-of-vocabulary (OOV) rate. For
example, 64K word lexicons which typically lead to around a 0.5%
OOV rate for English result in about 5% OOV for Arabic and
hence lead to higher word error rate during recognition. One di-
rect solution is to increase the size of the recognition lexicon. For
example, for modern standard Arabic (MSA) it was found that to
achieve the typical 0.5% OOV rate a lexicon size around 500K
word is needed; about an order of magnitude more than that re-
quired for English.

Arabic has several dialects which are used in every day com-
munications in different countries. These dialects significantly dif-

1We use Buckwalter transliteration to represent Arabic words.
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from MSA which is used in newspapers and formal communi-
ons. The above problem is even more pronounced for dialectal
bic due to the following reasons:

• Additional prefixes, and sometimes suffixes, are informally
introduced during the everyday use of language.

• The amount of text data available for dialectal Arabic is
usually much smaller than that for MSA, and hence it is not
clear how to increase the vocabulary size to reduce OOV2.

• Even if vocabulary is increased using some means the sparse
text resources will lead to poor estimates of the language
model probabilities, and hence may hurt performance on a
different front.

In this paper we address the use of morphological segmenta-
for dialectal Arabic speech recognition. We only address this

e for prefixes and/or suffixes, but do not consider the problem
eriving stems from roots by applying patterns. Hence, in the
ve example, we would like to derive that the words lAEb and

Eb have the same stem, but no attempt is done to infer that
b is derived from the root lEb by applying some pattern. The
r information will contribute to further reduction of the vocab-
y size, but applying it needs significant deviation from typical

structure. It is worth noting that several languages, e.g. Ger-
, Dutch, Hebrew, and Turkish, share, to certain extents, this
phological richness. Hence, the same principle can be applied
ese languages. However, the practice may be different and is
likely to be language dependent.

There were several previous attempts to use morphological
essing for ASR of morphologically rich languages. In [1, 2,
] similar morphological decomposition, sometimes decompo-
n followed by composition, is used to define the vocabulary

ASR systems in German and Dutch. In all cases either a degra-
on in performance or a very small improvement is observed.
ontrast, we show significant improvement by using morpho-
cal decomposition. This might be due to the difference in
nature of the language and the details of the decomposition
ess. On the other hand, the works [5, 6, 7, 8] use morpho-
cal processing in dialectal Arabic for better smoothing of the
uage model probabilities instead of redefining the vocabulary.
se techniques while theoretically interesting in some cases, ei-
lead to small improvement or degradation in performance.
recent work [9] uses morphological segmentation and obtains
ificant improvement for MSA. In particular, it was shown that
g morphological segmentation it is possible to obtain results

Usually vocabulary is constructed from the unique words in the cor-
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similar to a 300K vocabulary using a 64K lexicon. Our work is
similar in spirit to the latter except for the following differences:

• We work on dialectal (Iraqi) Arabic and hence use a modi-
fied list of affixes, especially prefixes.

• Our decomposition algorithm is considerably simpler.

• We show that we obtain significant improvement over our
full unsegmented vocabulary (around 90K) using morpho-
logical processing. This is due to the sparse amount of data
available for dialect which does not allow defining larger
vocabularies.

• We perform experiments, in addition to vocabulary decom-
position, on language model smoothing using the decom-
posed vocabulary. Nice improvements are also seen in these
experiments.

Also another interesting recent work [10] uses a statistical seg-
mentation algorithm [11] to perform word decomposition (pos-
sibly with multiple prefixes and/or suffixes per word) and use a
graph to encode permissible word structure in Arabic that is com-
posed with the original graph. Nice improvements were shown
for vocabulary around 64K. The major difference between this ap-
proach and our work is in the segmentation algorithm (statistical vs
knowledge based) and in allowing multiple prefixes and suffixes.
We will give brief results on using a similar approach in Section 4.

The paper is organized as follows. In Section 2 we describe
the word segmentation algorithm and show how it is applied to vo-
cabulary selection. The structure of our speech recognition system
and a description of both the acoustic and language model train-
ing data are given in Section 3. Section 4 gives the experimental
results, where it is shown that using morphological segmentation
leads to significant improvement over conventional word defini-
tion. Finally, conclusions are drawn in Section 5.

2. WORD SEGMENTATION ALGORITHM

Starting from given lists of prefixes and suffixes the goal of the
word segmentation algorithm is to decompose each word in the
vocabulary into one of the three forms: prefix-stem, stem-suffix,
prefix-stem-suffix, or to leave it unchanged. Prefixes and suffixes
in Arabic are composite, i.e. word beginnings(endings) can admit
multiple prefixes(suffixes). For example, the word syktbh (mean-
ing “he will write it”) has multiple prefixes and one suffix and can
be ultimately decomposed into s-y-ktb-h. However, initial experi-
mentation with this approach led to poor recognition performance.
One explanation is that allowing multiple prefixes and/or suffixes
in the resulting words will give rise to sequences of prefixes and
suffixes in the language model data and will accordingly lead to
large insertion rate in the resulting decoded output. For this rea-
son we decided to use single prefixes (suffixes) in our list. In the
case we feel that a compound prefix (suffix) is useful we add it as
a separate entry in the corresponding list.

The difficulty about blind segmentation is that sometimes the
beginning (ending) part of a word agrees with a prefix(suffix), and
hence blind segmentation will lead to illegitimate Arabic stems.
For example, the word AlqY (threw in English) has its initial part
agreeing with the popular prefix Al, and thus blind segmentation
will lead to the segmentation Al-qY and hence to the invalid stem
qY. To try to avoid this situation we employed the following seg-
mentation algorithm. Using the given set of prefixes and suffixes, a
word is first blindly chopped to one of the three forms prefix-stem,
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-suffix, or prefix-stem-suffix. This segmentation is accepted
e following three rules apply:
• The resulting stem is longer than two characters in length.
• The resulting stem is accepted by the Buckwalter morpho-

logical analyzer.
• The resulting stem exists in the original dictionary.
first rule is very simple to apply and eliminates many of the
itimate segmentations. The second rule simply means that the
d is a valid Arabic stem, given that the Buckwalter morpho-
cal analyzer covers all words in the Arabic language. Unfor-
tely, the fact that the stem is a valid Arabic stem does not al-
s imply that the segmentation is valid. This is especially true
unvowelized text. For example, for the word AlgyA (“both
celed”) the segmentation Al-gyA is not valid but the stem will
ccepted by the Buckwalter morphological analyzer. The third
, while still not offering such guarantee, simply prefers keep-
the word intact if its stem does not occur in the lexicon.
In our implementation we used a set of prefixes and suffixes

dialectal Iraqi. This list is given below:
• Prefix list: {chAl,bhAl,lhAl,whAl,wbAl,wAl,bAl,hAl,EAl,

fAl,Al,cd,ll,b,f,c,d,w}.
• Suffix list: {thmA,tynA,hmA,thA,thm,tkm,tnA,tny,whA,whm

wkm,wnA,wny,An,hA,hm,hn,km,kn,nA,ny,tm,wA,wh,wk,
wn,yn,tk,th,h,k,t,y}.

re was no optimality criterion or even frequency considerations
sidered when selecting these affixes, only our intuition of their
quacy for dialectal Iraqi Arabic. These lists differ from those
MSA [9, 8] by adding prefixes and suffixes that are particular
raqi Arabic. In addition, we found in preliminary experiments
keeping the top-N frequent decomposable words intact led to

er performance. A value of N=5000 was experimentally found
ork well in practice.
By applying the above algorithm to an initial lexicon we can
ve a map between each original word and its segmentation.
s map can, in turn, be used to tokenize the existing corpus.
ordingly, a new lexicon consisting of affixes, stems, and un-
ented words can be obtained. This lexicon can be used in the

ch recognition system in the same way as the original lexicon.
nitial experiments we attempted applying the same type of tok-
ation to the acoustic training data and re-training the acoustic
el but no significant performance difference was noticed from
g the original acoustic model. Hence, this idea was not further
ued.
Using the above tokenization it should be pointed out that the

decoded output will be segmented in the sense that the out-
will contain prefixes and suffixes that should be glued to the
owing or previous word to form meaningful words. To facil-

such gluing we marked each prefix and suffix with a -, e.g.
have prefix Al- or suffix -yn. We used two gluing schemes.
first is very simple and just sticks any word that starts(ends)
a - to the previous(following) word. The second tries to ap-

some constraints to prevent sequences of affixes and to ensure
these affixes are not attached to words that start(end) with a
x(suffix). No noticeable difference was seen between the two

roaches.

3. SYSTEM ARCHITECTURE

s section presents the architecture of our speech recognition
em including acoustic and language model training, and the



decoding strategy. It also gives a brief description of the acoustic
and language model training data.

The speech data for recognition is sampled at 16kHz or 22kHz,
and all the data is down-sampled to 16 kHz. Feature vectors are
computed every 10 ms for the bandwidth between 300Hz and 7.6kHz.
First, 24 dimensional mel frequency cepstrum coefficients (MFCC)
are calculated. The MFCC features are then mean normalized,
and 9 vectors are stacked leading to a 216-dimensional parame-
ter space. The feature space is finally reduced to 40 dimensions
using a combination of linear discriminant analysis (LDA), and
maximum likelihood linear transformation (MLLT) [15]. This 40-
dimensional space is used for both training and decoding.

During acoustic model training the feature vectors are first
aligned to arcs (HMM states). A decision tree is then grown for
each arc using a set of questions about context. The feature vec-
tors corresponding to each leaf are used to build a Gaussian mix-
ture model for this leaf. The set of leaf Gaussian mixture models
are then re-estimated using several iterations of forward-backward
training. The Gaussian prototypes are finally refined using mini-
mum phone error (MPE) training [16]. After estimating the Gaus-
sian distributions, rank distributions for each leaf are calculated us-
ing the resulting Gaussian mixture models [17]. These rank distri-
butions are used to calculate acoustic scores in the decoding stage.

The acoustic model uses graphemes as the basic acoustic-phonetic
units. There are 33 graphemes representing speech and silence.
(To alleviate data sparseness, some acoustically similar graphemes
have been classed together.) All words in the training and decod-
ing lexicons are transcribed in terms of these graphemes. For MSA
it was shown that, e.g. [13], using phonetic models obtained by
adding the short vowels to the acoustic transcripts and decoding
lexicon lead to improved performance over grapheme models. We
were not able at present to observe similar improvements for di-
alectal Arabic, and hence use grapheme models. The training data
consists of about 200 hours of dialectal Iraqi Arabic collected in
the context of a speech to speech translation project. Applying the
training algorithm outlined above results in about 2K leaves and
60K Gaussians.

The language model uses standard trigrams. The models are
trained using deleted interpolation[12]. N-gram models are inter-
polated with lower order distributions, where interpolation weights
are estimated using held-out data comprising about 10% of the
training corpus. The training corpus consists of about 2M words
also collected in the context of speech to speech translation of Iraqi
Arabic.

The search uses a stack decoder [18]. The acoustic proces-
sor computes the rank probabilities of each feature vector. These
probabilities together with the language model probabilities are
employed in the search to find the most likely word sequence. The
stack decoder makes use of a fast match. This fast match selects a
set of words that are passed to the detailed match. The use of both
the fast match, and a quantization-based fast labeling scheme lead
to a very efficient search algorithm.

It is worth pointing out that the system acts as the speech
recognition module in our speech to speech translation system [14]
which operates on both laptop and hand-held devices. In the case
of hand-held devices a slightly scaled down version of the acoustic
models and language models are used but keeping the same archi-
tecture.
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4. EXPERIMENTAL RESULTS

his section we give experimental results of using the segmen-
n algorithm described above for dialectal Iraqi speech recog-
n. The LM training data has about 90K unique words. The
entation algorithm of section 2 is applied to this lexicon. This

s to about a 60K lexicon consisting of prefixes, suffixes, stems
unsegmented words. In addition, we constructed two addi-

al lexicons by keeping only the words that have counts two or
er, i.e. excluding singletons. The sizes of these lexicons for

original (unsegmented) and segmented data are about 60K, and
respectively. In preliminary experiments with the original lex-
we found that removing singleton words results in a slightly

er performance, hence we present results for the original (un-
ented) lexicon only when discarding singletons. We refer to

lexicon as ULEX (Unsegmented-LEXicon). In addition, we
the segmented lexicon with and without discarding singletons.
refer to these as SLEX1 and SLEX2, respectively.
The test data consists of 19 subsets corresponding to different
scenarios in Iraqi Arabic. The test set comprises about 15K
ds, and about 1.5 hours of speech. Using morphological seg-
tation reduces the OOV. Indeed, the OOV rate on a develop-
t set that we use for this purpose is reduced to 1.0% and 0.7%
SLEX1, and SLEX2, respectively. This is compared to about

OOV for the original ULEX. On the other hand segment-
the vocabulary will reduce the scope of the N-gram language
el. More study of this problem is interesting for future work.

he present paper, we adopted a quick fix. We created a new vo-
ulary by taking the union of SLEX1 and ULEX. The resulting
con is referred to as CLEX. We also interpolated the trigram
s built using SLEX1 and ULEX using fixed weights that were
ually adjusted on a development set. We refer to this LM as
interpolated model. It is worth noting that in this case the vo-
ularies of the two LMs will be different from CLEX, and when
g the interpolation any word in CLEX that does not exist in
one of the LM vocabularies is considered as the ”UNK” word
e corresponding LM.
The results using different lexicons are shown in Table 1. In
table it is clear that using word segmentation improves the
R where about a 4% absolute gain can be observed. This is
nly due to the reduction in OOV. Interestingly, removing sin-
ons also helps a little bit as in the case of the unsegmented
abulary. This might be attributed to the fact that reducing the
abulary size could help in obtaining better estimates of the
uage model probabilities. Finally, using the interpolated lan-

ge model and the composite vocabulary further improves per-
ance by about 1% absolute, resulting in a final 5.3% absolute
over ULEX. It is worth mentioning that in the table the 3-gram

he column labelled LM is different for the first three rows. In
first row it is a 3-gram built using the unsegmented vocabulary,
le in the second and third rows it is built using the segmented
abularies with and without discarding singletons.
In parallel, we have also developed a finite state transducer
d automatic word segmenter. In this model, Arabic characters,
es and the automatically inserted prefix and suffix markers ap-

r on the arcs of the finite state machine. The language model
onditioned to insert prefix and suffix markers based upon the
uency of their appearance in relation to the adjacent n-gram
racter contexts that appear in the training data (we used 5-

s). Our word segmenter was trained on tokenized data pro-
d by LDC and contained about 100K words. The accuracy of



Lexicon LM WER

ULEX 3-gram 36.3
SLEX1 3-gram 32.1
SLEX2 3-gram 32.6
CLEX Interpolated 31.0

Table 1: Word error rate for different lexicons and language mod-
els for Iraqi Arabic speech recognition.

this model, computed as the percentage of words in a final segmen-
tation that is in agreement with the words provided in the manually
segmented reference, is 95.4%. Then this automatic tokenizer was
used instead of a fixed set of affixes, to create the lexicon. The
best configuration of this approach led to 34.8% WER on the same
Iraqi test set. While it performs better than an unsegmented lexi-
con, it is not as good as the approach using a fixed list of affixes.
This may be due to the automatic segmenter errors that remain too
frequent at this point.

5. CONCLUSION

In this paper we present a word decomposition algorithm, that uses
popular Arabic affixes, for constructing the lexicon in Iraqi Arabic
speech recognition. The algorithm is very simple and works start-
ing from a text corpus and a given set of prefixes and suffixes.
In addition to reducing the OOV, and hence reducing the WER,
it was shown that further improvements can be obtained by pro-
viding better smoothing of the LM by interpolating both the seg-
mented and original models. The net effect is about 13% relative
improvement in WER.

While word decomposition definitely helps in reducing the
OOV it also shortens the LM scope. Balancing this trade-off is
probably an important consideration in the design of word seg-
mentation schemes. Interpolating the segmented and unsegmented
models partially addresses this issue. In future work we will study
the effect of increasing the LM scope through integrated decoding
and/or re-scoring.

Finally, it is worth mentioning that the simple morphological
algorithm presented in this paper has also shown a good poten-
tial for machine translation (MT). In the machine translation part
of our speech to speech translation system, we found that using
a similar decomposition scheme helped in improving the BLEU
score. This work will be reported in detail elsewhere.
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