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ABSTRACT 

This paper proposes a novel parametric representation of 
mandarin intonation based on orthogonal polynomial 
approximation. The polynomial is a simplified representation 
of Parallel Encoding and Target Approximation (PENTA) 
intonation model that includes a target component and an 
approximation component. We also propose predicting the 
polynomial parameters from linguistic and phonetic attributes 
by generalized linear models (GLM). The optimal attributes 
are automatically selected by stepwise regression method. 
Thus both model structures and model coefficients are 
optimized in a totally data-driven manner. In addition, 
speaking rate is introduced as a new attribute for prediction. 
When the method is applied to intonation prediction of 
Mandarin speech, it achieves F0 RMSE of 30.21 Hz and 
correlation coefficients of 0.85 in open test. Informal 
perceptual experiments show that the predicted intonation is 
quite appropriate and natural. 
Index Terms: intonation prediction, F0 contour parametric 
Representation, generalized linear models, speech synthesis 

INTRODUCTION 

Intonation modeling is a crucial issue affecting the 
intelligibility and naturalness of speech synthesis systems. In 
general, intonation modeling is divided into two steps. The 
first step is to represent F0 contour by a parametric or non-
parametric model. The second step is to use data-driven 
methods to model the relationship between the representation 
parameters and linguistic/phonetic attributes. The 
representation model should represent F0 contour accurately 
and stably.  The prediction of the representation parameters 
should be mathematically tractable.  

In recent years, several parametric and non-parametric 
intonation models [1] [2] are proposed for F0 representation. 
Non-parametric model samples the original F0 contour 
directly. Fujisaki [3] [4], and PENTA [5] are two typical 
parametric models. Fujisaki model represents F0 contour by 
linear combination of long-term and short-term components, 
i.e., phrase and accent components. It is a superposition model 
and offers a distinct physiological interpretation that connects 
F0 contour with dynamics of the larynx. Several methods are 
proposed to automatically extract Fujisaki parameters. 
However it is still difficult because the decomposition of 
phrase and accent components is not unique [3] [5]. We also 
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 not know the boundary between long-term and short-term 
mponents exactly because these components are not simply 
ded together on a linear or nonlinear scale [5]. PENTA 
odel is proposed by Xu [5] [6] [7], which is a typical linearly 
quenced model and pays more attention on local events than 
g prosodic units in Fujisaki model. Xu and Sun proposed a 
mplified version of PENTA parametric representation in [7] 
]. However, unfortunately, parameter estimation of this 
presentation is still complex and sometime unstable [8] [9].  
Several machine-learning techniques are proposed to 
edict F0 parameters from linguistic/phonetic attributes, such 
 CART [1], Generalized Additive models [10] and neural 
tworks [11].  These techniques are powerful, but their 
guistic/phonetic attributes and attributes interactions are 
ided by existing knowledge [1] [2] [8], i.e., manually but 
t in a totally data-driven manner. Moreover, the techniques 
e too complex to have an intuitive interpretation. 
In this paper, we propose a novel polynomial F0 

presentation model under pitch target approximation 
pothesis [5]. The parameters are believed to be 
guistically/phonetically meaningful for representation and 
ficient for prediction. Furthermore, we propose predicting 
e parameters by using generalized linear models [12]. 
epwise regression is used to automatically select the optimal 
tributes and attribute interactions. The whole process is 
rformed in a totally data-driven manner. 
This paper is organized as follows: in section 2, we 
scribe the polynomial F0 representation model. We 
troduce basic concept of GLM and stepwise regression for 
rameter prediction in section 3. In section 4 we give the 
presentation and prediction experimental results. Finally, we 
aw the main conclusions of this work.  

2. F0 REPRESENTATION MODEL 

he basic formulation of the F0 parametric representation is 
milar to the existing approaches [6] [7] [8], and we extend the 
sic assumption by using orthogonal polynomials.  
Sun proposed a parametric representation of target 
proximation F0 model in [8]. This representation consists of 
 underlying target F0 component and an approximation F0 
mponent, and defined as follows.  

battT +=)(                                      (1) 

battty ++−= )exp()( λβ                      (2) 
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Where T(.) represents the underlying F0 target, )exp( tλβ −  is 
the approximation F0 component, y(.) represents the surface 
F0 contour. t is time, β and λ  are model parameters. 
However, this representation still exhibits complex behaviors 
in parameter estimation by nonlinear regression techniques, 
just because the exponential approximation component is 
instable to estimate [8].  

To overcome the instability of Sun’s model, we assume 
that: a) In Mandarin syllable, F0 target component is 
approached symmetrically. The middle part of syllable is the 
most stable for target F0 representation. b) The target and 
approximation components are independent.  

 Furthermore, we assume the components are orthogonal 
to each other. In experiments, we find that the second-order 
Legendre polynomials are suitable for the representation, and 
can be considered as approximations of Taylor’s expansion of 
Eq.(2). The F0 representation is defined as follows:  

NNNN ttptptT 101100 )()()( ββββ +=+=             (3) 

)13(5.0)()()( 2
21022 −++=+= NNNNN tttptTty ββββ  (4) 

Where tN is the normalized segmental time, ]1,1[−∈Nt . β0, 
β1 and β2 are Legendre coefficients. {pn(tN)} are the classes of  
Legendre polynomials that obey an orthogonality constraint in 
Eq.(5). δmn in Eq(5) is the Kronecker delta and cn = 2/(2n+1). 
The first three Legendre polynomials are shown in Eq. (6-8). 
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2
1)( 2
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There are two main differences between our F0 
representation and Sun’s:  firstly, we use an orthogonal 
quadratic approximation instead of the exponential 
approximation of Sun’s; secondly, we normalize the 
segmental duration range to [-1, 1].  By the orthogonal 
parametric form, the target and approximation components are 
totally separated. This makes parameter estimation easier as 
shown in section 4. 

3. PARAMETER PREDICTION 
APPOACH 

This paper models the F0 representation parameters by GLM. 
The optimization criteria are F-test and BIC.  The optimal 
attributes and attributes interactions are selected by stepwise 
regression in a totally data-driven manner. 

3.1 GLM  
GLM is a generalization of multivariate linear regression 
model [12]. The GLM model predicts each F0 parameters β

)  
from attribute vector A of speech unit s by: 

 )
10(1 ∑

=
+−=

p

i iaih γγβ
)                      (9)   
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Where ai is an attribute or attribute interaction, γi is a 
gression coefficient, p is the dimension of the GLM. And h 
 a link function.  By using different link function h, we can 
t different statistical distribution of F0 representation 
rameters β. Here we assume Gaussian distribution for β, so 
equals identity function accordingly.  In GLM, ai can be 
ther an attribute or an attribute interaction, e.g., ai can be 
fined as (a’in a’im), where a’in and a’im are attributes from 
tribute vector A. 
To measure performances of GLMs, we use Bayes 

formation Criterion (BIC), base on which we can choose a 
odel that optimizes the trade-off between model complexity 
d goodness-of-fit. 

.2 Stepwise regression 
We keep only the linear attributes and the second order 

tribute interactions in Eq.(9) for initialization. Stepwise 
gression can automatically selects the most important 
tributes and attribute interactions by an iterative training 
ocess as shown in Fig.1.  

 

 
 

Fig.1: Stepwise regression of F0 representation 
parameters 

For example, supposing that the F0 parameter β0 is 
fected only by attributes “phone” (a1) and “tone” (a2), we 
ill have the following model:  

)( 2112221100 aaaa ×+++= γγγγβ
)

    (10) 
Where a1×a2 means the interaction (combination) of 
one and tone. Eq.(10)  is the initial model. Then we 
lculate F-test scores of each item. Maybe a1×a2 is the least 
portant item, if so we just remove it and retrain the model 
ithout a1×a2 item. Then we calculate the BIC. If the BIC is 
inimized, we can stop here and get the optimal model in 
q.(11). 

221100 aa γγγβ ++=
)                               (11) 

This attributes/attribute interactions selection process is 
f-line and totally data-driven. Similar optimal processes will 
 performed for β0, β1 and β2. Finally we get the optimal 
tribute/attribute interaction sets of βs. 

No

Yes 

2 Remove the weakest attributes 
or attribute interactions by F-test

5 Optimal model 

4 BIC best ? 

3 Retraining GLM 

1 Initialization



4. EXPERIMENTAL EVALUATION 

4.1. Experimental conditions 
The models described above were trained and tested using our 
mandarin corpus. The corpus is narrated by a professional 
female broadcaster and contains 2,150 utterances sampled at 
22.05 kHz. The pitch contours were extracted from the corpus 
by an autocorrelation algorithm with a 1ms resolution, then 
manually corrected and finally smoothed by a low-pass filter. 

Theoretically, all linguistic and phonetic attributes are 
likely to influence F0. We use generally considered attributes, 
such as tone, POS (part-of-speech) and other contextual 
information.  This attribute set is similar with that of other 
mandarin F0 research literatures [8][9]. The difference is that 
we introduce speaking rate as a new attribute, and it may 
interact with other attributes. Including speaking rate into the 
attribute set can improve the model precision as shown in 
section 4.2. 

4.2 Experimental results 
For a preliminary objective evaluation, we measure the 
goodness of fit in term of root mean square error (RMSE) and 
correlation coefficient (Corr) in this paper, which are often 
used in evaluation of F0 modeling [8],[10]. RMSE and Corr in 
this paper are calculated in the linear frequency domain (in 
Hertz).  

4.2.1 Representation results 
We compare the original F0 contour with the parametric 

ones by Eq.(2) of Sun and Eq.(4). Due to too many parameter 
estimation failures of Sun [8], we choose only the first 200 
syllables in our corpus that were successfully parameterized 
by both Eq.(2) and Eq.(4). F0 values at voiced portion of 
every syllable are taken into account and the RMSE and Corr 
are calculated respectively for the 200 syllables. Table 1 
shows the RMSE and Corr averaged on all the syllables. Our 
method is significantly better than Sun’s. 

Table 1: Comparison between parametric F0 
representations 

Parametric representation RMSE Corr 

Proposed orthogonal representation 3.84 0.9555 

Exponential presentation by Sun[8] 5.13 0.9344 

Fig.2 compares the examples for the origin F0 contour and 
the parameterized ones by Sun [8] and the proposed 
orthogonal polynomial representation. It shows that the 
orthogonal polynomial model fits the real F0 contour better 
than Sun [8]. The estimation of the coefficients will not fail 
only if the number of sampled points of origin F0 contour is 
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ove three. We also calculated a RMSE and a Corr between 
e original F0 and proposed parameterized F0 for all syllables 
 the corpus, they are 11.15 Hz and 0.9812 respectively. 
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Fig.2: Examples for original surface F0 contour and 

parameterized ones. 

The experiments show that the second-order orthogonal 
lynomial is sufficient for fitting F0 contours of mandarin 
llables.  

2.2 Prediction results 
 prediction evaluation, the corpus was divided into a train set 
5%) and a test set (25%). Since most previous works 
opted CART as prediction method, we also implemented 
ART prediction for our parametric representation for 
mparison. 

Table 2: Comparison between original F0, 
parameterized F0, and predicted F0 from proposed 

GLM method and CART method 

 RMSE Corr 

arameterized F0 – Predicted F0 (CART) 30.55 0.8488 
arameterized F0-Predicted F0 (GLM, no 
pRate) 30.19 0.8502

arameterized F0 - Predicted F0 (GLM) 28.99 0.8661 

riginal F0 – Predicted F0 (CART) 32.04 0.8355 
riginal F0–Predicted F0(GLM, no SpRate) 31.71 0.8369
riginal F0 – Predicted F0 (GLM ) 30.54 0.8528 

Table 2 summaries comparison results between original 
, predicted F0 and Parameterized F0 in open tests. It can be 
en from table 2, in terms of both RMSE and Corr, the 
oposed GLM method is consistently better than the CART 
ethod. We also compare the GLM model without speaking 
te attribute that is significantly worse than the GLM with 
eaking rate. This tells us that including speaking rate as a 
w attribute does improve the prediction performances. 
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Fig.3 illustrates an example of the GLM predicted F0 
contour and the original F0 contour for a sentence in the test 
set. The GLM predicted F0 contour is quite smooth and close 
to the original F0 contour. 

Table 3: Comparison with other approaches 

Method RMSE Corr 

Proposed method (Mandarin) 30.5 0.85 

Chen [9] (Mandarin) 22.5 0.72 

Sun[8] (English) 33.1 0.72 

Sakai [10] (English) 37.6 0.63 

Agüero [2] (English) 14.4 0.71 

Table 3 presents comparison results with other approaches. 
Due to the differences among languages, corpus, it is difficult 
to compare RMSEs directly. On the other hand, the proposed 
method achieves higher correlation.  

5. CONCLUSIONS 

In this paper, we propose a novel parametric F0 representation 
model from pitch target approximation hypothesis. It’s simple, 
stable and efficient for F0 representation and prediction. 
Furthermore, we bring up generalized linear model to predict 
the parameters in this representation model. The optimal 
attributes and attribute interactions are automatically selected 
by stepwise regression based on F-test and BIC criteria. 
Therefore, the prediction method proposed in this paper is 
totally data-driven.  

The F0 presentation and prediction methods can be used 
as a part of corpus-based or parametric speech synthesizer. It 
may also be used as in emotional prosody and speech 
conversion research. We also hope to apply this framework of 
F0 modeling/prediction to other languages, such as Japanese 
and English. 
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