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Abstract

In this paper, an improved preprocessor for low-bit-
rate speech coding employing the perceptual weighting
filter is proposed. Speech modification in the proposed
approach is performed according to a criterion which
makes a compromise between the modification and per-
ceptual weighted quantization errors. For this, the per-
ceptual weighting filter is expressed in terms of a trans-
form domain matrix. The proposed approach is effec-
tive in enhancing the speech signal at coder-decoder
(CODEC) output through a number of listening tests.

1. Introduction

In general, the performance of a low-bit-rate speech coder
degrades seriously under the presence of various inter-
fering signals such as background noise, acoustic echo,
music sounds or interfering speaker’s speech. This phe-
nomenon is mainly due to the deviation from the as-
sumed speech production model which is used in the
codebook training since a number of codebooks used in
the coder are trained based on a large amount of speech
data and the ranges for parameter search are specified to
fit the pure speech signals. One of the successful appli-
cations of the unwanted distortion reduction technique to
low-bit-rate coding is the speech enhancement technique
[2, 3, 8, 1]. Even though aforementioned enhancement
techniques have been found effective in the presence of a
stationary background noise, they are not capable of han-
dling such interfering signals as the acoustic echoes, mu-
sic sounds or co-talkers’ speech. This is mainly due to the
fact that the conventional approaches adopt the open loop
analysis which can not take advantage of speech coder
characteristics. An alternative method is the generalized
analysis-by-synthesis (AbS) technique where the original
input speech signal is modified such that it can be coded
more efficiently [5]. Recently, a preprocessor is devel-
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d to modify the signal applied to a certain speech
er based on a system identification problem [4] . A

tinguished feature of this algorithm is that a criterion
ich compromises between the modification error and
quantization error has been employed successfully in
objective function for the quality improvement.

n this paper, we propose a perceptually improved pre-
cessor which incorporates the perceptual weighting
er for the less audible quantization error. The percep-
l weighting filter is expressed as the transform domain
trix and is also being combined with the constant mod-
ation factor which differs from our previous work [4]
that a separate modification factor is assigned to each
quency bin. The principal advantage of this method
he fact that the perceptual weighting filter brings us
ng modification on formant valleys in which audible
ntization noise mainly exists. From a number of ex-
iments, the presented improved preprocessor has been
nd to improve the perceived speech quality compared
h the original preprocessor when the background in-
fering signal is added.

System Identification for System Matrix

first briefly review the basic theory for system ma-
estimation [4]. Using the generalized analysis-by-

thesis paradigm, the input speech signal is modified
ore being fed to the coder so that it can be recon-
cted in the receiver side with minimal distortion. In
presented approach, prior to applying to the encoder,
modify x such that the modified vector can better fit to
speech coder. Let y = [y(0), y(1), · · · , y(M − 1)]T

the signal samples obtained by modifying x, and
= [z(0), z(1), · · · , z(M − 1)]T be the output vec-

which is produced when y is applied to the
er and then re-synthesized in the decoder. Also
Y = [Y (0), Y (1), · · · , Y (N − 1)]T and Z =
0), Z(1), · · · , Z(N − 1)]T be the transform domain
resentation of y and z, respectively. Without loss of
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generality, we assume that Z = Q (Ya) where YT
a =[

YT
p |YT |YT

f

]
is an augmented input vector, and Q(·)

represents the transfer function that models the input-
output characteristic of the CODEC. Also, Y represents
the input data on the current frame. On the other hand,
Yp stands for the previous data and Yf consists of the
future input samples which are usually referred to as the
look-ahead data. On the other hand, since the CODEC
output Z is mostly affected by the current input Y, the
effects of the previous and look-ahead date are assumed
to be ignored without a significant modeling error. For
that reason, it can be assumed that Z = Q (Y).

Estimation of the transfer matrix Q is obtained from
choosing a system identification technique. To give a
derivation for estimation of the transfer matrix Q, we fol-
low the recursive least square (RLS) estimation procedure
proposed in [4] which gives an more detailed descriptions
for the estimation of the transfer matrix Q.

3. Perceptual Weighting Filter for Speech
Modification

Usually, the perceptual weighting procedure often results
in improvement in the speech coder performance. A com-
monly used weighting filter is based on the linear predic-
tion (LP) coefficients that represent the short-term corre-
lation in the speech signal [6]. A representative percep-
tual weighting filter W (z) is given by

W (z) =
A(z)

A(z/γ)
=

1 − ∑p
i=1 aiz

−i

1 − ∑p
i=1 aiγiz−i

, (1)

where A(z) represents the pth-order LP analysis filter and
ai is the LP coefficient. To compute the filter coefficients
for this filter, linear predictive analysis is used [6]. Also,
γ is a perceptually weighting factor which does not alter
the center formant frequency, but just broadens the band-
width of the formants. Specifically, frequency broaden-
ing δf given by δf = fs

π ln γ(Hz), where fs is the sam-
pling frequency in hertz. For that reason, the weighting
filter deemphasizes the formant structure while empha-
sizing the formant valleys of the speech signal. This re-
sults in a larger matching error in the region of the for-
mants, where spectral masking makes the auditory sys-
tems less sensitive to quantization error. The most suit-
able value of γ is selected subjectively by listening tests,
and for 8 kHz sampling, γ is adopted as 0.9 here.

If we assume W (z)(= 1−∑p
k=1 wkz−k) in z domain

has a time domain response f(n) which is an finite im-
pulse response (FIR) sequence of the form, f(n) is given
by

f(n) =

⎧⎨
⎩

1, n = 0
−w(n), 1 ≤ n ≤ p

0, otherwise

where we chose p = 12 which is the experimentally se-
lected value. In other words, we truncate f(n) only to
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first 12 samples although the impulse response lasts
ger. As a consequence, we can obtain comfortable fit
a vowel segment and the smoothed spectrum which is
sidered to be suitable in terms of the subjective speech
lity.
ence we can calculate W (ejω), using the discrete
rier transform (DFT), by supplementing f(n) with

ficient zero-valued samples to form N -point sequence.
take the DFT of the zero-padded f(n) sequence giv-
W (ej 2π

N k), 0 ≤ k ≤ N−1. Given Q, modification of
input vector X is achieved according to the following

terion: Ŷ = arg minY J(Y). Although the identity
trix is given for the perceptual weighting filter in [4],
briefly review the criterion for speech modification
h that

J(Y) = ||X − Y||2W + K||Y − QY||2W, (2)

ere K is called the (positive constant) modification
tor for speech modification and W is the perceptual
ighting filter1. Here, we present the new objective
ction incorporating the perceptual weighting filter for
quantization error such that

J(Y) = ||X − Y||2 + K||Y − QY||2W
Q

(3)

ere W
Q

denotes the diagonal matrix of the perceptual
ighting filter for the quantization errors, respectively.
tting us differentiate J(y) with respect to y then

∂J(Y)
∂Y

= −2(X − Y) + 2KQ̃#W
Q
Q̃Y. (4)

ere Q̃ = I−Q with I being the N×N identity matrix.
o, # means the Hermitian operations.
quating it to zero, (4) can be written as

Ŷ =
[
I + KQ̃#W

Q
Q̃

]−1
X. (5)

= [I + GwQ̃#Q̃]−1X, (6)

m (6), it is observed that Gw replaces KWQ in the
posed approach. Summarizing this derivation, Gw be-
es the perceptual weighted modification factor which

ans that a separate speech modification factor is as-
ned to each frequency bin, which is considered more
ust and realistic.
rom (2), it is apparent that the amount of modification
quantization errors are controlled by the positive con-

nt modification factor K. If K is large, more emphasis
laced on the quantization error and a larger modifica-

n of the input speech is allowed. However, in [4], a
d K may be equally applied to all frequency compo-
ts which can not take full advantage of the percep-
l weighting principle. In formant valleys of the given
ech signal, the disturbing quantization noise can be

1||a||2W = a#Wa
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even more disturbing to a human listener. This requires
a necessity for a strong modification on the formant val-
leys. As we mentioned, the formant valleys are empha-
sized while the formant parts are deemphasized by the
perceptual weighting filter. On the other hand, since Gw

is a value which the positive constant K is incorporated
with the perceptual weighting filter, the higher modifica-
tion can be applied to the formant valleys while the lower
modification may be applied to the formant regions. This
choice has advantages for strong modification over a for-
mant null where the audible quantization noise is mainly
located. Through a number of listening tests, it has been
found that the perceptual weighting filter renders the min-
imally audible quantization noise at the expense of an
increase in complexity due to the LP analysis. Fig. 1
shows a typical example of the magnitude spectra of the
clean, noisy and modified input speech when we focus on
the voiced sounds part. We also depict the corresponding
modification factor which is a higher value at the formant
valleys in Fig. 1. According to the figure, we can see
that the proposed approach strongly modifies the formant
valleys compared with the original method.
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4. Experimental Results

e subjective quality of the proposed approach was eval-
ed using the mean opinion score (MOS) for a wide va-
ty of 10 listeners. Twenty test sentences, in which ten
re generated by a male speaker and the others by a fe-
le speaker, were used for quality measurement. Each
tence was sampled at 8 kHz, and the frame size was
ms. As a target speech coder, we employ the ITU-T 8
s speech coder G.729A [8]. For input speech modifi-
ion, each frame of data was transformed into a vector
sisting of the corresponding DFT coefficients, and the
dification was done in the 80 point DFT domain.

o simulate the noisy environments, we added the
ite and babble noises from the NOISEX-92 database
varying signal-to-noise ratio (SNR). Moreover, the
kground music signal and co-talker’s speech were also
d to degrade the input speech quality. The MOS re-
ts are shown in Table I where all the scores were ob-
ed with K = 0.2. From the results, we can see that
proposed approach gives us improved results com-

ed with the original method in most of the tested con-
ions. Performance improvement was found greater
the white and music environments compared to other
es. In the case of the interfering speech, the proposed
thod yielded nearly same performance in most of the
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Figure 1: Magnitude spectra and perceptual weighted modification factor for a voiced sounds (a) clean and noisy speech
(b) modified speech (c) modification factor
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tested SNR conditions.

5. Conclusions

We have proposed an approach to input speech modifica-
tion to be used by designing a preprocessor based on the
perceptual weighting filter. Based on the simplified sys-
tem modeling of the given codec transfer function, the ob-
jective function of the optimization problem is described
as a compromise between the modification and percep-
tually weighted quantization error. From a number of
experiments, the proposed perceptually improved speech
modification has been found beneficial in reducing the
quantization error and superior to the original modifica-
tion technique.
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Table 1: MOS results with 95 % confidence intervals

condition (SNR) G.729A original [4] proposed

clean speech 4.12 ± 0.02 4.14 ± 0.02 4.14 ± 0.02
white noise (5dB) 2.00 ± 0.07 2.18 ± 0.07 2.30 ± 0.07

white noise (10dB) 2.75 ± 0.08 2.90 ± 0.08 3.11 ± 0.09
babble noise (5dB) 2.70 ± 0.09 2.90 ± 0.10 2.95 ± 0.10

babble noise (10dB) 3.07 ± 0.10 3.17 ± 0.10 3.27 ± 0.10
music (5dB) 2.80 ± 0.11 3.12 ± 0.11 3.25 ± 0.11

music (10dB) 3.20 ± 0.12 3.35 ± 0.12 3.50 ± 0.11
interfering speech (5dB) 2.52 ± 0.10 2.80 ± 0.10 2.85 ± 0.10

interfering speech (10dB) 3.02 ± 0.10 3.15 ± 0.11 3.17 ± 0.11
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