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Abstract

Emotion recognition from speech signals is regarded as a 
critical step toward intelligent human-machine interface. 
However, feature parameters useful for this purpose may have 
to do with the special structures of the language. In this paper 
we present a detailed analysis of the feature parameters for 
emotion recognition considering the characteristics of the 
Chinese language, primarily the monosyllable structure and the 
tone behavior. The analysis is based on the feature parameters 
on three levels: frame-level, syllable-level, and word-level. The 
results show that the frame-level and syllable-level ones are 
good indicators, while taking the ensemble features on all three 
levels can yield a recognition accuracy of 90.0%. We also 
found that the pitch and power related features are the most 
important, and the fourth tone in Mandarin serves as the 
strongest indicator to emotions. All these findings are 
consistent with the characteristics of Mandarin Chinese.  
Index Terms: emotion recognition, Chinese, feature analysis 

1.  Introduction 

Emotion recognition has been believed to be a critical 
component in intelligent human-machine interface [1]. The 
natural applications in spoken dialogue system and automatic 
customer services are of particular interest [2]. Various 
research results have been repeated in this area. A typical 
approach is usually based on a set of linguistic, acoustic, and 
prosodic feature parameters [3], and a suitable classifier aimed 
at distinguishing several types of emotion, for example, anger, 
happiness, fear, sadness and neutral.  

Apparently, emotion recognition has to do with language-
specific characteristics. For the Chinese language, the most 
distinguishing characteristics are the monosyllabic structure 
and tone behavior. Every Chinese character has its own 
meaning, and is pronounced as a monosyllable. A Chinese 
word is composed of one to several characters. The number of 
Chinese syllables is very limited, and many homonym 
characters with different meanings share the same syllable. 
This monosyllabic structure is a special characteristic of the 
Chinese language. Also, every Chinese syllable is assigned a 
tone carrying lexical meaning. There are five different tones in 
Mandarin, including four lexical tones and one neutral tone. 
The same syllable pronounced with different tones has very 
complicated behavior in spontaneous speech. This is another 
characteristic of Chinese language. 

In this paper we performed a delicate analysis on the 
feature parameters used for emotion recognition. We 
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vestigated feature parameters on three levels, including 630 
me-level features, 229 syllable-level ones, and 223 word-
el ones. Since the size of the set is quite large, we applied 

e well-known data-mining tool Weka [4] to find the most 
scriminative parameters by ranking their information gains.  

Recent studies have suggested that support vector machine 
VM) has superior performance in emotion recognition [5]. 
us we adopted the libSVM [6] as the core classifier. In the 
periments to be presented below we yielded a consistent 
sult showing that frame-level and syllable-level features are 
tter emotion indicators, while word-level features carry less 
formation. A good recognition accuracy of 90.0% can be 
ained by carefully adjusting the feature ensemble. In 
dition to verifying that the pitch and power related features 
e very important in emotion recognition, we also compared 
e significance of different tones, and the results showed that 
ne 4 is the best emotion indicator. All of these are quite 
nsistent with the characteristics of the Chinese language 
mmarized above. 

The paper is organized in the following manner. Section 2 
scribes how we constructed the database for emotional 
eech. Section 3 presents the three levels of feature sets in 
tail. Section 4 discusses our feature selection principles and 
proaches. Section 5 then reports the achievable recognition 
rformance of different sets of features through experiments. 
ction 6 summarizes our conclusion. 

.  Mandarin emotional speech corpus and 
experimental setup 

r corpus is based on a script including 36 text sentences, 
ich have typical lengths from ten to twenty characters and 

ver five daily life scenarios from customer services to casual 
nversation. To achieve a better balance of the distribution of 
e intonation, we take three general speaker intentions into 
count when designing the text, including request, inform 
d inquire. Each text sentence includes a keyword. Two male 
d two female students in the Department of Drama and 
eatre were asked to produce each of the 36 sentences with 
e types of emotion, including neutral, anger, happiness, 

dness, and fear, with two utterances for each type. Every 
terance was judged by a group and those unqualified were 
produced. The eventual corpus has a total size equal to 1,440 
terances. All of them were recorded in a typical office 
vironment with 16 kHz sampling rate and 16 bits per sample. 
e SNR value is roughly 30dB. Because the main purpose of 

is research is to investigate the feature parameters, we 
sumed the correct transcriptions of each utterance are known 
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in advance. The tool HTK was applied to find the 
starting/ending time of each syllable in every utterance. This is 
particularly important to investigate the syllable-level and 
word-level features. We randomly chose two thirds of the 
database for training and the remaining for evaluation, while 
keeping the distribution of the five types of emotion balanced. 

3.  Feature extraction 

Since every text sentence was produced in five types of 
emotion, in this research we excluded the linguistic features 
but focused on the acoustic and prosodic ones, including pitch, 
power, the first three formant frequencies and their 
bandwidths, MFCC, durations, and pauses. All of these were 
evaluated with frames of 25 ms every 10 ms and organized 
into three levels given below. 
Frame-level features: These features were generated using 
the numeric values of the above feature parameters for all the 
frames within a particular segment of the sentence. The 
particular segments can be the keyword, head, tail, or the 
whole sentence. We extracted the average, variance, and 
linear-regression slope in these segments, and normalized 
versions of these values were conditionally computed. A total 
of 630 feature parameters were obtained. 
Syllable-level features: The numeric values of each of the 
above features parameters were first averaged within each 
syllable. The average, variance, linear-regression slope, and 
first-difference for these averaged values were then evaluated 
across all syllables within each sentence. The duration of 
syllables and the pauses between them were also included. A 
total of 229 feature parameters were obtained. 
Word-level features: Similar to the syllable-level features 
except with respect to the words instead of syllables, the 
numeric values of each of the above feature parameters were 
first averaged within each word and then derived into a total of 
223 feature parameters. 

We may conceive that the frame-level features present 
some kind of continuous behavior while the word-level and 
syllable-level ones present the discrete behavior. All of the 
features here are independent of the tones. Another set of tone-
dependent features were be analyzed and discussed later on 
separately. 

4.  Feature selection 

4.1 The significance of the individual features 

The total size of the feature parameters is 1082, which 
introduced serious concerns about computation load. More 
importantly, some of these features may be noisy, providing 
little information, even disturbing the classifier. To remove the 
redundant ones and select the more discriminative ones is 
therefore a very important step. We thus appealed to data 
mining techniques by sorting these features according to the 
information gain calculated by the tool Weka, and then the 
selection of the features was based on their ranking. Table 1 
lists the top 15 features that have the highest information gain.  

Quite interesting phenomenon can be observed from Table 
1. First, the top three discriminating features are the pitch 
averages at three levels. This may have to do with the tones in 
Mandarin. Second, among the top 15 features, 7 are at the 
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me-level, which carries more complete information. 
sides, the syllable-level ones are usually better than word-
el ones, due to the monosyllabic structure of Chinese. Also, 
ong the top 15 features, 12 of them are related to the 

osody, including pitch, power, and MFCC-13(energy). 
osody certainly plays a very important role here. The other 3 
e derived from formant structures, which have to do with not 
ly the phonemic structures of the sentences, but the emotion 
pes as well. However, it still requires more investigations to 
derstand why the third formant is more significant. 

able 1. Top 15 features with the highest information gains. 
Rank I.G. Feature Name 

1 0.4643 Frame-level pitch average 
2 0.4583 Syllable-level pitch average 
3 0.4512 Word-level pitch average 
4 0.4341 Frame-level MFCC-13 average 
5 0.4199 Syllable-level F3 average (norm.) 
6 0.4028 Frame-level power average 
7 0.3886 Word-level MFCC-13 average 
8 0.3821 Word-level F3 average (norm.) 
9 0.3804 Frame-level power tail average 

10 0.3775 Frame-level MFCC-13 tail average
11 0.3729 Syllable-level MFCC-13 average 
12 0.3619 Syllable-level power average 
13 0.3583 Word-level power average 
14 0.3084 Frame-level F3 tail average (norm.)
15 0.3046 Frame-level power slope 

We also plotted the distributions of the frame-level pitch 
d power average in Figure 1. It is clear that anger and 
ppiness are separated with higher pitch and power, while 
ose for sadness and fear are closer to neutral. Considering 
e twp-dimension emotion space shown in Figure 2, both 
tch and power have strong correlation with activation. 
dness and fear, on the other hand, have more to do with 
her feature parameters. That is why in Figure 1 they are 
sely overlapped with the neutral type. 

gure 1: The illustration of the five types of emotion in terms 
f frame-level pitch and power averages. The centers are the 
ean values, while the semi-axes are the standard deviations. 
For simplicity, we include the data of male speakers only. 

     
Figure 2: Two-dimension emotion space. 
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4.2 The significance of feature sets on different levels

To identify the relative importance of the three feature sets on 
different levels, we introduced a quantitative measure referred 
to as the significance factor F here. For example, the frame-
level feature set has a total of 630 features out of the base pool 
of 1082 for all three levels, so the share in the base pool is 
58%. But out of the top 100 important features 54 are on the 
frame-level, so its share in the top 100 features is 54%. We 
define its significance factor F to be 0.93(54/58). That is, for a 
given feature set S and an integer N, 

poolfeaturebasein theSofshareThe
featuresN topin theSofshareTheF

  (1) 
The basic idea is that the total numbers of features on the three 
levels are quite different in the base pool, but the relative 
importance among them becomes clear with the measure F. 
Table 2 shows the significance factors of the three levels of 
feature sets for different N. It can be seen from this table that 
while frame-level features are still dominant, syllable-level 
ones are actually vital. This is again consistent with the 
monosyllabic structure of the language mentioned above. 

Table 2. The significance factors F for N=100, 200, and 300.  
 Frame Syllable Word

Share in Base Pool 58.2% 21.2% 20.6%
Share in Top 100 54.0% 28.0% 18.0%N = 100 

F 0.93 1.32 0.87
Share in Top 200 56.5% 28.5% 15.0%N = 200 

F 0.97 1.35 0.73
Share in Top 300 57.7% 30.0% 12.3%N = 300 

F 0.99 1.42 0.60

5.  Emotion recognition results 

5.1 Classifier 

Recent studies indicate that SVM has superior performance in 
emotion recognition for speech signals. Consequently, we 
apply libSVM and its accompanied tool to select suitable 
parameter for C-SVC method. A grid search algorithms based 
on cross-validation finds out that, in the case of radial basis 
kernel function with feature size around 100 to 300, cost=8.0 
and =0.03125 yielded best recognition accuracy. 

5.2 Comparison of feature sets on different levels

To analyze the significance of the feature sets on the three 
levels, we performed three experiments for emotion 
recognition. First, we selected different numbers of feature 
parameters from a single level based on their ranking given by 
Weka. Figure 3 shows the classification results. It can be 
found that the frame-level features are the most useful, and 
syllable-level ones are better than word-level ones. The 
classification accuracy actually saturated at roughly 86% when 
150 features were used. Secondly, we selected the features 
from the combinations of features on two out of the three 
levels, namely, frame-level plus syllable-level, syllable-level 
plus word-level, and word-level plus frame-level. Finally, we 
also tried to select the features from the ensemble of all three 
levels. Figure 4 shows the complete results. Apparently the 
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llable-level features offered better results compared with 
rd-level ones when combined with frame-level ones. The 

st accuracy achieved here is 89.2% for a total of 250 
atures. 
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igure 3: The recognition accuracies yielded by the features 
on a single level. 
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gure 4: The recognition accuracies of different combinations 
 feature sets on different levels, where the symbols F, S, and 
 represent the frame-, syllable-, and word-level respectively. 

3 The Best Ensemble 

l of the above results were based on the ranking given by 
eka, but it was not necessarily the best. If we deliberately 
just the share of the three levels of features in the ensemble, 
tter accuracy may be attained. Since there are 146 frame-
el features and 71 syllable-level ones in the top 250 

atures leading to the best result in Figure 4, we performed a 
id search on the nearby region of these numbers by varying 
e share of the two sets while leaving the total feature size at 
e constant of 250. Table 3 summarizes the results. The peak 
curacy of 90.0% was yielded by an ensemble of 140 frame-
el features, 65 syllable-level ones, and 45 word-level ones. 
e confusion matrix of this result is given in Table 5. It can 
 found from the table that happiness and anger are slightly 
sier to be confused, so are sadness and fear. This is to some 
tent in consistency with those shown in Figure 1. 

 Tone-dependent features 

 mentioned previously, one of the distinctive characteristics 
 the Chinese language is tones. It is believed that tone-
pendent features will be helpful in emotion recognition, but 
obably more data are needed to verify this concept. Here we 
 to analyze the tone-dependent features within a limited 

ope, so the discriminative power of such features can be at 
st discussed to a reasonable extent. For syllables of each 

ne we derived a total of 49 features. Again we sorted these 
atures according to their information gains and selected 13 
m them, including the average, variance, and slope of the 

tch and power, plus the values and normalized versions of 
rmant frequencies and bandwidths. Thus we have 5 sets of 



tone-dependent features each containing 13 features. To 
analyze the performance of them, we appealed to the 
summation of Fisher criteria, which indicates the degree a 
feature set is able to spread the samples linearly. The 
summation of Fisher criteria of a feature set T is  

TR YX

T)(.. Y
R

X
R

Y
R

X
RCFS   (2) 

where X, Y are emotion types, R is a feature in T, 
X
R  and 

X
R  are the mean and standard deviation of R in class X, and 

so on. The summation is taken over all pairs of five types of 
emotion and over all features in the set. To verify the 
discriminative power of different tone-dependent feature sets, 
we chose the top 87 features from the previous 1082 ones, 
merged them with the five sets of 13 selected tone-dependent 
features to result in five sets of 100 features, and then 
conducted classification based on them. The results are 
summarized in Table 5. It can be seen from these data that 
tone 4 has the highest summation of Fisher criteria and the 
best recognition accuracy, so it is relatively vital in emotion 
recognition for Chinese. 

Table 3: The accuracies under different compositions. 
Number of syllable-level features Number of 

frame-level features 60 65 70 75 80 
120 87.1 88.1 87.0 86.5 87.3
130 88.4 89.2 88.5 87.9 86.7
140 88.8 90.0 88.0 87.8 87.7
150 88.5 88.9 88.5 87.1 87.4
160 86.1 87.6 87.2 86.7 86.1

Table 4: Confusion matrix of the best result. 
Emotion for the speaker Recognized 

Emotion Neu. Ang. Fear Hap. Sad. Acc(%)
Neutral 90 2 0 2 4 91.8 
Anger 2 90 2 8 0 88.2 
Fear 1 0 83 2 7 89.2 
Happiness 1 4 2 84 0 92.3 
Sadness 2 0 9 0 85 88.5 
Acc(%) 93.8 93.8 86.5 87.5 88.5 90.0 

Table 5: The summation of Fisher criteria and recognition 
accuracy for different sets of tone-dependent features. 

Tone 1 2 3 4 5 
S.F.C. 21.4 19.9 21.0 23.0 20.9
Acc(%) 84.5 84.1 84.5 85.7 84.6

6.  Conclusion 

When only the feature set on a single level is taken into 
account, the frame-level features outperform the others, and 
the syllable-level ones perform better than the word-level ones. 
This is consistent with our intuition that the frame-level 
features provide more complete information. The combination 
of frame-level plus syllable-level feature sets has very close 
classification accuracy to the ensemble of all three levels, 
indicating the importance of frame-level and syllable-level 
features while depreciating the role of word-level ones. This is 
consistent with the monosyllabic structure of Chinese 
language mentioned previously. 
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The best classification accuracy was achieved by the 
semble of 140 frame-level features, 65 syllable-level ones, 
d 45 word-level ones. The vital roles of frame-level and 
llable-level features are verified again. Besides, the 
eliminary results showed that tone 4 may play significant 
le in the emotion, although more investigation is still needed 
 achieve a stronger conclusion. 

The features used in this research do not always work well 
 distinguishing between happiness and anger, both 
pressing strong feeling, and between fear and sadness, both 
garded as weak emotion. In addition, since prosodic features 
e most suitable for measuring the activation level of emotion, 
e performance of them in two-dimension emotion space 
ssification is our further interest. 
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