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Abstract
This paper outlines a new method to extract F0 from distant-
talking speech signals acquired by a microphone network, which
exploits the redundancy across the signals proceeding from each
microphone, by jointly processing the different contributes. To
this purpose, a multi-microphone periodicity function is derived
from the magnitude spectrum computed on each microphone sig-
nal. This function allows to estimate F0 reliably, even under re-
verberant conditions, without the need of any post-processing or
smoothing technique. Experiments, conducted on real lectures,
showed that the proposed frequency-domain algorithm is more
suitable than other time-domain based ones.

Index Terms: speech analysis, fundamental frequency estimation,
multi-microphone processing, distant-talking interaction.

1. Introduction
In the CHIL project, various signal processing techniques are be-
ing investigated that aim to address challenging problems among
which acoustic event classification, speaker localization and track-
ing, distant-talking speech recognition, speech activity detection,
speaker identification and verification [1].

One way to pursue all these objectives is that of deriving a
model of the source (e.g. the speaker) from the given multi-
microphone data. To this purpose, a Distributed Microphone Net-
work (DMN) is used, which consists in a generic set of micro-
phones localized in space without any specific geometry.

In this work we address the problem of deriving a robust es-
timation of the fundamental frequency F0 from the variety of sig-
nals recorded through the microphone network. Speech signals
recorded by microphones placed far from a talker are severely de-
graded by both background noise and reverberation, which de-
pends on spatial relationships among the microphones and the
talker, as well as on the scenario acoustic characteristics.

Estimating F0 independently for each microphone signal and
applying then majority vote or other fusion based methods may
represent a possible approach. Another way to perform F0 es-
timation is to extend to the multi-microphone case a paradigm
that works for a single microphone close-talking case. A time-
domain F0 extraction algorithm based on Weighted Autocorre-
lation (WAUTOC) [2] was experimented in the past [3], which
showed good performance on a real multi-microphone database
of distant-talking speech sequences reproduced in an office envi-
ronment. In particular, the resulting multi-microphone WAUTOC
technique offers the advantage of obtaining better performance

This work was partially funded by the EU under the Integrated Project
CHIL (IP 506909). http://chil.server.de
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single microphone based processing, without any assumption
nowledge about the position of the microphones as well as of
talker. However, a deep analysis of the results showed that the
n time-domain solution was still penalized by reverberation ef-
s which introduce phenomena difficult to model and to circum-
t by working in the time-domain. Hence a frequency domain
roach was investigated to better exploit the fine pitch structure
is common to the given microphone signals. In this work,
lgorithm based on a Multi-microphone Periodicity Function
F) is then introduced and compared to the multi-microphone
UTOC and to a multi-microphone extension of the YIN algo-
[4].
Experiments were conducted on a real corpus of lectures
rded in a noisy and reverberant environment, which was used
005 at NIST for benchmarking purposes (for further details see
://www.nist.gov/speech/tests/rt/rt2005/spring). Results show
advantages of the proposed MPF algorithm.
The paper is organized as follows: Section 2 introduces the
F based F0 extraction algorithm; Section 3 and 4 present the
ti-microphone YIN and WAUTOC algorithms, respectively;
tion 5 and 6 describe the given experimental set-up and the
uation criteria; Section 7 reports on the experimental results
were obtained and Section 8 draws some conclusions and out-
s future work.

2. MPF based F0 extraction
F0 extraction algorithm here outlined can be classified under
frequency-domain category and, in particular, it includes a pro-
ing that resembles that described in [5].
Given the above mentioned DMN context, the different paths,
the source to each microphone, are affected differently by
non linear reverberation effects, which can enhance some fre-
ncies while attenuating others. The peaks in the magnitude
trum which refer to F0 and its harmonics, are thus altered in
amics but preserved in frequency location. Hence, the common
onic structure across the different magnitude spectra, can be
loited for better estimating the fundamental frequency.
Let xi(n) be the downsampled version of the source speech
al recorded at the i-th microphone of M microphones and
) a window function of length Lw samples. For each analysis
e, the windowed signal is zero-padded to produce the vector
of length Lf . An FFT is then computed and its absolute value
rived as follows:

Si(fk) =
˛̨
FFT{Xw

i }(k)
˛̨γ

, 1 ≤ k ≤ Lf . (1)

g fk the k-th frequency bin and γ a spectral compression fac-
γ = 2 returns the power spectrum). Next step is to compute a
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sum of the real valued normalized functions Si(fk):

S(fk) =
MX

i=1

Si(fk)

max
k

{Si(fk)}
, 1 ≤ k ≤

Lf

2
+ 1. (2)

Next, IFFT is applied to obtain the Multi-microphone Periodicity
Function s(τ) in the lag-domain

s(τ) = IFFT{S([f1, . . . , fLf /2+1, fLf /2, . . . , f2])}, (3)

where the argument of the IFFT is a vector whose Lf elements are
the S(fk) values, with k first ranging from 1 to Lf/2+1, then de-
creasing from Lf/2 to 2, so that the original symmetry of Si(fk)
is restored. Resulting thus s(τ) a minimum phase signal, the lag
value at which a maximum is found can be considered the fun-
damental frequency period T0 estimated for the analysed frame.
After applying interpolation to improve lag resolution, s′(τ) is ob-
tained and it holds that

T0 = arg max
τ

{s′(τ)}, Tmin ≤ τ ≤ Tmax, (4)

where Tmin and Tmax are the minimum and maximum fundamen-
tal frequency period.

3. A multi-microphone version of YIN
The YIN algorithm is a state-of-the-art time-domain based algo-
rithm derived from the autocorrelation function and was designed
to work on a single microphone signal.
As described in [4], first the difference function, di(τ), is de-

rived
di(τ) =

X
n

[xi(n) − xi(n + τ)]2, (5)

being n the time index in the analysis frame and i the microphone
index. This function is less sensitive to changes in signal ampli-
tudes, compared to the autocorrelation function, thus being less
prone to “too low/too high” F0 estimation errors. In addition, in
order to further reduce errors, the cumulative mean normalized dif-
ference function is computed

d′

i(τ) =

j
1, if τ = 0,
di(τ)/[(1/τ)

Pτ
j=1

di(j)], otherwise,
(6)

and a higher performance is thus reported.
A YIN multi-microphone version is derived here by simply

normalizing the difference function computed for each micro-
phone signal, di(τ), and then by averaging over all microphones

dM (τ) =
1

M

MX
i=1

di(τ)

max
τ

{di(τ)}
(7)

The cumulative mean normalized difference function turns then
into

d′′(τ) =

j
1, if τ = 0,
dM (τ)/[(1/τ)

Pτ
j=1

dM (j)], otherwise,
(8)

which is then used instead of (6).
Although other alternatives had been explored (e.g., by aver-

aging the cumulative mean normalized difference function) pre-
liminary experiments showed that the approach based on equation
(8) gave the best performance.
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re 1: Top: example of a vowel portion extracted from a close-
recording. Middle: same speech segment captured from a
ant microphone. Bottom: Difference function di(τ) computed
the close-talk and on the far microphone signal, and multi-
rophone difference function dM (τ) computed on the whole set
icrophones.

se let us note that the proposed extension of YIN to the multi-
rophone case does not represent a ultimate best YIN-based so-
n to the given problem. For instance, a specific work, outside
scope of this paper, should be conducted to check if a more
ctive postprocessing can be conceived in this case. In order
how the plausibility of the outlined choice (equation 8), Fig-
1 shows an example that justifies the here investigated multi-
rophone version of YIN . A considerable mismatch can be ob-
ed in the time-domain structure of the close-talk and of the re-
erated far-microphone sequence for the given frame (the mi-
hone was at 3 meter distance from the speaker). Then, the
re reports on the comparison between the difference functions
ined by applying YIN to the close-talk and to the far micro-
ne signals and by applying the multi-microphone YIN algo-
m to the entire set of 16 far microphone signals. One can note
the minimum, located at 30 samples and clearly missed when
essing the far microphone signal (a value between 40 and 50
chosen), is eventually recovered thanks to the effectiveness of
multi-microphone YIN processing.

4. WAUTOC-based F0 estimation
e past, many F0 (or pitch) estimation methods were proposed
evaluated [4, 6]. Some of these methods derive from the basic
ulations of short-term autocorrelation and AMDF functions.
weighted autocorrelation based one, recently introduced in
proved to be particularly robust to noise and also to doubling
alving period estimation mismatch. The WAUTOC function is
ned as:

wautoci(τ) =

PN−τ−1

n=0
xi(n)xi(n + τ)PN−τ−1

n=0
|xi(n) − xi(n + τ)| + ε

, (9)



being i the microphone index and ε a constant value that prevents
the function from getting too high dynamics or zero-division con-
dition. In practice, the denominator of the fraction in (9) corre-
sponds to an AMDF function while the numerator represents an
autocorrelation function.

Since in correspondence of the pitch period the autocorrelation
and the AMDF functions have, respectively, a maximum and a
minimum, WAUTOC-based F0 estimation takes benefits from the
characteristics of both functions. The pitch period is estimated as

l = arg max
τ

{wautoci(τ)}. (10)

As introduced in [3], to extend the WAUTOC-based technique to
the multi-microphone case, a suitable way is that of averaging the
given function over the entire microphone network, which leads to
the computation of

f(τ) =
MX

i=1

wautoci(τ), (11)

whereM denotes the microphone number.

5. Experimental set-up
The proposed algorithm was tested on the spontaneous speech
corpora collected under the CHIL project1, which consist of 13
recordings, each about 5 minutes long, from female and male
speakers extracted from real seminar sessions held at the Karlsruhe
University.

Each speaker, wore a “Countryman E6” close-talking micro-
phone, to capture a noise-free, non reverberant speech signal, and
moved freely in the area labeled “speaker area”, showed in Fig-
ure 2. The DMN layout, as shown in the figure, employs four in-
verted ”T”-shaped microphone arrays, each consisting of 4 micro-
phones. Inter-microphone spacing is 20 cm and 30 cm along the
horizontal and vertical directions, respectively. Speech sequences
were recorded with 44.1 kHz sampling rate and 16 bit resolution.
The room is 7.10 m × 5.90 m wide and the ceiling height is

3 m. There is one entrance in the north wall, and two more doors
in the south wall leading to other offices. Reverberation time was
T60 � 0.45s.
During recordings there were audience seated on the chairs

placed as depicted in the figure.

6. F0 evaluation criteria
To evaluate the proposed algorithm, reliable “ground-truth” pitch
estimates were derived. This was accomplished applying three
existing pitch extractor algorithms, Praat, SFS and WaveSurfer
[7, 8, 9] to the the close-talk recordings, obtaining a set of three
estimates for each 10 ms length frame. Then, only the frames
for which the variance of the three estimates was < 3 Hz were
marked as “voiced”, associating to each of them the F0 obtained
averaging the three reference values.

A frequently used method to compare the performance between
different algorithms is to compute the Gross Error Rate (GER).
This is calculated considering the number of F0 estimates which
differ by more than a certain percentage from the reference values.

1A description of the used speech corpora can be found at
http://chil.server.de, http://www.nist.gov/speech and http://www.clear-
evaluation.org.
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re 2: The CHIL seminar and meeting room at the Karlsruhe
versity where the four inverted ”T”-shaped microphone arrays
labeled with letters ”A”, ”B”, ”C” and ”D”.

is work thresholds of 20% and 5% are used for the GER es-
tion, indicated with GER(20) and GER(5), respectively. The
on for this choice is that, if a pitch estimate satisfies this cri-
, then several techniques can be used to refine its value, as it
pointed out in [4].

7. Experimental results
e following experiments, F0 estimates were obtained using an
ysis step of 10 ms and an analysis window of 40 ms length
the YIN algorithm and of 60 ms for the WAUTOC and MPF
mming window) algorithms. These different window durations
e determined by preliminary experiments aimed to optimize
algorithm performance.

A first experiment was conducted to assess the effect of spec-
compression on the GER, obtained varying γ in Equation 1.
hown in Figure 3, when the MPF algorithm is applied to the
e-talk signals, the lowest GER(20) is obtained for γ = 1.7.
ever, considering the resulting y-axis range and the curve flat-
, the test also points out the weak dependency of GER(20) on
γ parameter. In the case of reverberant signals instead, the
er panel in the figure indicates that γ = 0.5 provides the best
(20), and that the latter increases rapidly for small variations
. These results are in accordance with those reported in [10],
re spectral compression with γ < 1 was proved to be bene-
l for pitch estimation applied to both speech and musical sig-
.

After γ = 0.5 was set in the MPF algorithm, the three algo-
s were tested in their single-microphone version (dotted line)
ell as in their multi-microphone version (continuous line) and
results are reported in Figure 4.

From the results, it can be observed that YIN performed best
n applied to the close-talk speech signal (dashed line). How-
, in the multi-microphone and single-microphone case, MPF
ormed better than the two other algorithms.

Moreover, applying to far microphone signals any of the algo-
s in single-microphone fashion always led to a performance
se than that obtained using the MPF based algorithm. The
ve considerations hold for both the GER(20) measure (upper
el) and the GER(5) measure (lower panel), although in the lat-
ase the superiority of MPF over the multi-microphone YIN is
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Figure 3: Dependency of the MPF GER(20) on the parameter γ of
Equation (1)

less evident.

8. Conclusions and Future Work
This paper addressed the problem of estimating the fundamental
frequency on distant-talking speech, given a set of microphones
distributed in space.

Although signals are degraded by noise and reverberation, it is
shown that the use of the proposed MPF multi-microphone algo-
rithm allows to obtain a remarkable reduction in gross error rates,
which represents a promising starting point for future research ac-
tivities.

It is also worth noting that applying the MPF-based algorithm
blindly is straightforward; on the other hand, applying a single
microphone algorithm to every far microphone signal would in
any case require a further processing to select the most reliable
F0 among the resulting candidates.

Next steps include the objective to exploit the resulting F0 esti-
mates provided by the MPF function as features for acoustic event
detection and classification, speech activity detection, and eventu-
ally distant-talking ASR.
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