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Abstract
This paper deals with unsupervised model adaptation for

speaker recognition. Two adaptation schemes are proposed, the
first one is based on a test by test model adaptation and the second
one proposes a batch mode, where the adaptation is performed us-
ing a set of tests before computing the decision score for each of
them. The experiments are conducted thanks to the NIST SRE
2005 database. This paper shows clearly the interest of unsuper-
vised model adaptation when enough test data is available (batch
mode) and the intrinsic difficulty of an online (test by test) adapta-
tion mode.
Index Terms: Speaker verification, Unsupervised adaptation.

1. Introduction
Gaussian Mixture Model (GMM) systems for speaker recognition
have shown robust results for several years and are widely used in
speaker recognition applications [4, 5]. The main drawback of a
speaker recognition system remains the little amount of data avail-
able for enrolling a speaker model, especially when only a one
session record is available per speaker. An interesting way of im-
proving performance of such systems is to increase the amount
of training data by taking into account information coming from
the use of the system, the test data [1, 2, 3]. This task relies on
a client model adaptation process, which could be supervised (the
system knows if the test record belongs to the target speaker) or
unsupervised (the system has no information on the test data). Un-
supervised adaptation is more adapted to real working conditions
because it does not involve a human decision. But the difficulty
of unsupervised speaker adaptation is to decide whether a test seg-
ment should be used or not to adapt the involved target model. In
this paper we propose two different experimental protocols, the
batch and the online modes. These are further described in section
3.3. The Generalized Likelihood Ratio (GLR) is used to select
the trials. To assess the use of the GLR, results obtained using a
classical LLR are also provided.

Section 2 describes the unsupervised adaptation principle.
Section 3 introduces database, tools and protocols used to set up
experiments. Experimental results are presented in section 4. Fi-
nally, conclusions are given in section 5.

2. Unsupervised adaptation
2.1. Proposed issue

In this work we propose to use information gathered during the
system real life (trials) in order to adapt the speaker models. If the
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belongs to the target speaker we use it to improve the speaker
el . We proposed two experimental protocols. First we use all
selected trial segments involving a target speaker to adapt its
el before taking the trial by trial decisions. This protocol will
urther named the batch protocol. Then we respect the NIST

unsupervised adaptation mode [4], i.e., the client model can
pdated using only previous trial segments involved before tak-
the decision for the current test. This protocol will be further
ed the online protocol.
In this paper the Generalized Likelihood Ratio (GLR) is used
rder to select the trials. If the GLR ratio between the target
el and the test model is under a decision threshold, the trial is
for adapting the target model (see section 3.3).

Generalized Likelihood Ratio

GLR is used here to take the decision to adapt or not the client
el with the test data. The GLR test is well-suited to decide if
data sets belong to the same speaker or not [6] as it doesn’t
any prior information. The GLR is defined as follows :

dGLR(u0, u1) =
L(u0|M(U0))L(u1|M(U1))

L((u01)|M(U01))
(1)

where u0 and u1 are the data set for both the data set 0 and
ata set 1 (respectively), M(U0) and M(U1) the models esti-
d via EM ML criterion on the data u0 and u1 (respectively)
M(U01) the model estimated via EM ML criterion on both the
sets.
In order to assess the choice of the GLR method we compare

LR-based system with a classical LLR-based system.
The LLR is defined as follows :

Λ(X|s) =
1

T

TX

t=1

logp(xt|λs) − logp(xt|λ) (2)

where X =
PT

t=1 xt denotes the feature vectors, λs is the
el of the speaker s, and λ is the world model.
In both cases (GLR or LLR-based systems), the decision to
a test trials is taken using only the initial speaker training
set and the current trial. GLR is computed using the initial
ker training data set and the current trial data to keep compa-
e amount of data (all tests previously selected are not used to
this decision).
A threshold has been determined empirically to take the deci-
of acceptation.
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Figure 1: Batch protocol description

3. Tools and Protocol
3.1. Database

All the experiments presented in section 4 are performed based
upon the NIST 2005 database, all trials (det 1), 1conv-4w 1conv-
4w, restricted to male speakers only.

This condition consists of 274 speakers. Train and test utter-
ances contain 2.5 minutes of speech on average (telephone con-
versation). The whole speaker detection experiment consists in
13624 tests (1231 target tests). These are used for the adaptation
set. From 1 to 170 tests are computed by speaker, with an average
of 51 tests.

3.2. Baseline speaker recognition system

The LIA SpkDet system [7] developed at the LIA lab is used as
baseline in this paper. Built from the ALIZE platform [8, 9], it
was evaluated during the NIST SRE’04 and SRE’05 campaigns,
where it obtained good performance for a cepstral GMM-UBM
system. Both the LIA SpkDet system and the ALIZE platform are
distributed under an open source licence.
The LIA SpkDet system is based on classical UBM-GMM and
T-Norm approach for likelihood score normalization. The back-
ground model used for the experiments is the same as the back-
ground model used by the LIA for the NIST SRE 2005 campaign
(male only). The training is performed based on NIST SRE 1999
and 2002 databases, and consists in about 1 million of speech
frames. For the front-end processing, the signal is characterized by
32 coefficients including 16 linear frequency cepstral coefficients
(LFCC) (Filter-bank analysis) and their first derivative coefficients
extracted with SPRO [10]. A frame removal based on a three com-
ponent GMM energy modeling is computed. A mean and variance
normalization process is finally applied on coefficients. The world
and target models contain 128 Gaussian components. LLR scores
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Figure 2: Online protocol description

omputed using the top ten components. In this paper, for com-
tional time reasons, 128 component models are used (when the
system uses 2048 component models).

Protocol description

. Batch protocol

experimental protocol allows to adapt a target model with all
elected trials involved with it. The new target model is created
sing Bayesian adaptation (MAP) from the UBM with a regula-
factor of 14. Frames used for MAP adaptation are issued from
rain data plus the trials selected according to the GLR criterion
2.2). Next, the LLR scores for each test are computed using
dapted speaker model. The performance is evaluated through

sical DET performance curves. This protocol is shown in fig-
1.

. Online protocol

NIST unsupervised adaptation mode allows to update target
els using previous seen trial segments (including the current
ent) to take the decision on the current trial segment. It is

ired to follow the order of the trials in the test protocol.
For each test, the adapted model is computed first, then the
is calculated to obtain a score. This is decribed in figure 2.

4. Results
Comparison LLR/GLR

lassical 128 GD experiment without unsupervised adaptation
t in order to compare LLR with GLR. Log Likelihood Ratio

R) gives better classification results than GLR (see results in
e 1). GLR introduces respectively 31% and 51% of relative
ease for the DCF and the EER.



DCF EER

LLR 4.92 9.67
GLR 7.20 19.82

Table 1: Comparison LLR/GLR on a 128 GD experiment.

4.2. Batch protocol

Figure 3 shows DET curves of the baseline and the speaker adap-
tation method whithout score normalization. Without score nor-
malization the speaker adaptation technique provides respectively
a 17.9% and 0.7% of relative reduction in DCF and EER (Cf. table
2). The amount of train data for each model is increased by about
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(dcf:4.92,eer:9.67)  Baseline.LLR.128GD 
(dcf:4.04,eer:9.60) Batch.GLR.128GD 

(dcf:5.00,eer:11.06) Batch.LLR.128GD 
(dcf:1.10,eer:1.64) Batch.Oracle.nist 

Figure 3: DET curves for batch protocol : GLR, LLR based
speaker adaptation, Oracle and baseline (no adaptation performed)
(no score normalization)

340%. It means that 2.4 trials of the 51 (on average) are used to
create the target model. Indeed, the target model is now learnt on
8.5 min (on average) instead of 2.5 min. A total of 667 trials on
the 13624 are used for speaker adaptation.

DCF EER

Baseline 4.92 9.67
Batch mode, GLR based speaker Adaptation 4.04 9.60

Table 2: EER and DCF for the baseline system and the batch adap-
tation mode without score normalization

In order to assess the choice of the GLR to select the trials, we
have compared the GLR based system with a LLR based system.
We have set a threshold to obtain the same amount of trials selected
for both the systems. Table 3 presents the results. We can see that
the GLR based trials selection outperforms the LLR based trials
selection. A loss of relative reduction of respectively 19% and
13% of DCF and EER is observed by using the LLR based trials
selection. 1

1Note that LLR gives better classification results (see section 4.1).
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Trial selection method DCF EER

GLR based 4.04 9.60
LLR based 5 11.06

e 3: EER and DCF of (1) the batch speaker adaptation proto-
LR based (2) LLR based (no score normalization)

Online protocol

tal of 611 trials on the 13624 are used for speaker adaptation.
o 2.22 trials are used to adapt the involved speaker model (on
age). Train data are now from 2.5 to 8 min instead of 2.5
(on average). Results are quite close from the baseline with a
ive reduction of respectively 3.2% and 2.5% of DCF and EER.
reviously, GLR based selection criterion is compared with a
based selection criterion. Table 4 presents the results.

50

40

30

20

10

5

2

0.5

0.1

5040302010520.50.1

False Alarms probability (in %)

(dcf:4.79,eer:9.34)  Online.GLR.128GD 
(dcf:4.80,eer:9.83) Online.LLR.128GD 
(dcf:2.10,eer:4.06) Online.Oracle.nist 

(dcf:4.92,eer:9.67) Baseline.LLR.128GD 

re 4: DET curves for the Online protocol GLR based, LLR
d, Oracle and baseline (no adaptation performed) (no score
alization)

Trial selection method DCF EER

GLR based 4.79 9.34
LLR based 4.80 9.83

e 4: EER and DCF of (1) the online adaptation system GLR
d (2) LLR based (w/o score normalization)

We can see that the GLR based trials selection outperforms the
based trials selection. A loss of relative reduction of respec-

y 0.8% and 4% of DCF and EER is observed when using the
based trials selection. 1

Oracle experiments

bserve the behaviour of such systems in the optimal condi-
s, an Oracle experiment is set up for the two different protocols
fig. 3 and 4). In this case there is no error on the decision of
tation,as we use the database description in order to decide if



a trial belongs to a given speaker. This experiment shows the limits
of such adaptation protocols using the NIST SRE database. 1231
tests from the 13624 are known to be target utterances. It means
that 4.42 trials segments (on average) by target correspond to the
target model involved.

4.5. Comparison between the threshold based adaptation
method and the Oracle

Oracle experiments use all the target trials (1231) to process the
speaker model adaptation. The online protocol is more restrictive
since the amount of data to perform the adaptation is fewer than
for the batch protocol. This may explain the performance differ-
ence between the two Oracle experiments (see det curves 3 and
4). Moreover we have seen that about a half of these tests were
used to adapt speaker model in the two different threshold based
adaptation methods. Some mistakes could have been made in the
trials selection too. This may explain the gap between the Oracle
experiment results and our system results.

4.6. Comparison between the 128 GD GMM (with unsuper-
vised adaptation) and the 2048 GD GMM (without unsuper-
vised adaptation)

The baseline 2048 GD GMM system is gathered from the system
described in 3. All the target model are gathered from Bayesian
Adaptation of the World Gaussian means only using a regulation
factor of 14. Results of our unsupervised adaptation GLR-based

DCF EER

Baseline 2048 GD 4.12 7.98
Bacth protocol 128 GD 4.04 9.60

Table 5: EER and DCF of (1) the Baseline 2048 Gaussian com-
ponents (2) Batch protocol adaptation 128 Gaussian components
(w/o score normalization)

batch protocol system are similar to the baseline in term of DCF
whereas it is only 128 Gaussian components (see results in table
5. Indeed, increasing the amount of train data could be consid-
ered as a way of improving system performance without having to
increase GMM complexity.

5. Discussion
These results show that the batch protocol gives better perfor-
mance for unsupervised speaker adaptation with a reduction of the
DCF for the Oracle experiments from 2.10 for the online protocol
to 1.10 for the batch protocol. Obviously the more tests there are
the better an unsupervised adaptation system will behave. The pro-
posed system gives quite good results with a relative reduction of
17.9% and 0.7% respectively for the DCF and EER for the batch
protocol and 3.2% and 2.5% relative reduction respectively for the
DCF and EER for the online protocol. However, these results are
far from the improvement seen in the Oracle experiments.

The batch mode system gives results nearest to the Baseline
2048 GD in term of DCF although it is only based on 128 Gaus-
sian components. So, increasing the amount of training data is
a way of improving the recognition rate of a speaker recognition
system. Finally we showed that the GLR is more suited than the
LLR for an unsupervised adaptation system but its computation is
more expensive.
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6. Future Work
he work presented here the trial selection does not use the
el updated. It always refers from the target model learnt on
e session record. Future work could investigate taking the tri-
election decision on updated target models.
hermore this selection is threshold based. We are actually
king on a system without hard decision (threshold) to adapt
ker model.
lly we do not applied T-NORM score normalization in our ex-
ments because the impostor cohort is actually trained on 2.5
data. A cohort trained on different length of data is needeed to
y T-NORM because the target models are trained on a varying
th of data. This will be investigated.
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