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Abstract
Conventional dynamic codebook reordering can often 
significantly enhance the achievable compression efficiency 
in simple one-stage vector quantization. When applied to 
more advanced quantizer structures, such as multi-stage vector 
quantizers, the performance of the technique becomes worse. 
This paper describes in detail an enhanced approach for 
dynamic codebook reordering that improves the performance 
by taking into account the whole quantizer structure. The 
significant efficiency improvements provided by the proposed 
approach are demonstrated in practical experiments. Though 
the results presented in this paper relate to a speech storage 
system, the proposed approach can also be employed more 
widely in compression applications that keep the encoder and 
the decoder in synchrony. 
Index Terms: vector quantization, codebook reordering 

1. Introduction
Vector quantization (VQ) is one of the most efficient and 
powerful tools in the field of data compression. In fact, no 
other memoryless coding scheme that maps a signal vector 
into one of N binary words can outperform vector quantization 
as there always exists a vector quantizer with codebook size N
that provides at least the same accuracy [1]. When the 
quantizer is allowed to utilize memory, the compression 
performance can be improved using many different 
techniques. Examples of such techniques include predictive 
vector quantization (PVQ) [1], finite-state vector quantization 
(FSVQ) [1], and dynamic codebook reordering (DCR) [2] [3] 
[4]. 

In dynamic codebook reordering, when implemented as in 
[3] and in [4], the main idea is to dynamically reorder the 
codebook at each compression pass based on the selected code 
vector. Without reordering, the probabilities for the different 
indices are quite similar, making lossless coding relatively 
inefficient. The reordering exploits the correlation between 
successive vectors to make the probability distribution less 
flat, which in turn reduces the entropy and makes the lossless 
compression of the indices more efficient. The conventional 
dynamic codebook reordering approach works usually very 
well in the case of simple memoryless vector quantization, 
provided that the synchrony between the encoder and the 
decoder can be assured, but the technique becomes less 
efficient when applied to more advanced quantizer structures. 

In this paper, the aim is to improve the performance of the 
dynamic codebook reordering technique in advanced 
quantizer structures. Here, the term advanced structure refers 
to cases where the structure also includes other parts in 
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ition to a single full-search vector quantizer. Multi-stage 
tor quantization (MSVQ) [1] offers a typical example of 
h a structure. The proposed enhancements are described 
inly from the viewpoint of MSVQ and predictive multi-
ge vector quantization (PMSVQ) but the same ideas can be 
ended to other quantizer structures as well. The target 
lication for the proposed technique is a speech storage 
tem that operates on error-free bit streams. 
The rest of this paper is organized as follows. First, the 

ic principles and the practical usage of the conventional 
amic codebook reordering technique are discussed in 
tion 2. The proposed enhanced dynamic codebook 
rdering approach is then introduced in Section 3. Section 4 
cribes experimental results that demonstrate the superior 
formance of the proposed approach in the speech coding 
ated application. Finally, some concluding remarks are 
sented in Section 5. 

2. Dynamic codebook reordering 

. Background information 

t x be the input vector to be quantized and let C be the 
ebook that is available both at the encoder and at the 
oder. In conventional vector quantization, the encoder 

ds from the codebook C the code vector that best 
resents the input vector, i.e. the code vector that is closest 
the vector x according to some distortion measure (e.g. 
ighted squared error). The compressed representation is 
n given by a digital symbol i that represents the index of 
 code vector that was selected by the encoder. During 
oding, the dequantized version of the vector can be 
onstructed simply by taking from C the code vector that 
responds to the received codebook index. 
Since the number of code vectors in the codebook is 
ays limited, the symbol i belongs to a limited set of 
bols, i ∈ ζ. If the number of code vectors, or equivalently 

 number of symbols in set ζ, is denoted as N, the number of 
s needed to represent a single symbol i can be computed 
ply as log2(N) . Through the use of lossless compression 

hniques, it may be possible to decrease the average number 
bits per symbol and thus to achieve lower rate for the same 
tortion level. If it is possible to know or to estimate a 
bability p(i) for every i ∈ ζ, the theoretical entropy bound 
 lossless compression efficiency can be computed as 

( )−=
i

ipipH )(log)( 2  (1) 
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where the sum is computed over all symbols i ∈ ζ. Without 
any reordering, the probabilities for the different symbols are 
usually quite similar, resulting in high entropy. Consequently, 
in this case, the lossless compression of the indices can only 
bring very limited benefits. 

2.2. Description of the technique 
The conventional dynamic codebook reordering technique 
was originally designed to facilitate the compression of the 
codebook indices [2]. It reduces the entropy of the index data 
by exploiting the correlation between adjacent vectors. 
Following the detailed description presented in [4], the 
encoding at time instant t is performed as follows. First, the 
codebook search is performed by finding the code vector ck(t)
that best represents the input vector x(t) similarly as described 
in Section 2.1. Then, the symbol i(t) = ψ(k,t) corresponding to 
the code vector ck(t) is stored or transmitted to the decoder. 
ψ(k,t) is a simple dynamic index map [4] that relates the 
physical code vector index to its reordered index at time 
instant t. The dynamic index map is initialized as ψ(l,0) = l for 
l = 0, 1, ..., N−1, and it is updated during each encoding pass 
after storing or transmitting the selected index. The updated 
order is obtained by sorting the values 

))(,(),( tdtl kl cc=δ  for l = 0, 1, ..., N−1, (2) 

in increasing order so that 

),(...),(),( 110 tltltl N −≤≤≤ δδδ  (3) 

where l0, l1, ..., lN−1 belong to the set of integers between 0 and 
N−1. The dissimilarity measure d(⋅) in Equation 2 can be 
chosen freely as long as the computation can be performed 
both at the encoder and at the decoder. After the reordering, 
the updated dynamic index map for the next encoding pass 
can be obtained simply as 

ψ(n,t+1) = ln for n = 0, 1, 2, ..., N−1. (4) 

The decoder performs the reordering similarly as the encoder. 
The reordering is carried out during each decompression pass 
after accessing the codebook. The mapping between the 
received symbol and the physical code vector index is 
obtained using an inverse dynamic index map k = ψ−1(i(t),t)
[4]. As all the information is readily available both at the 
encoder and at the decoder, the dynamic index maps can be 
kept in synchrony without any side information, provided that 
the channel used for conveying the indices is error-free. Since 
usually the data to be compressed is not completely 
uncorrelated, the dynamic reordering makes the probability 
distribution less flat, which in turn reduces the entropy. 

2.3. Usage in advanced quantizer structures 
In multistage vector quantization, the input vector is quantized 
in two or more additive stages. The objective in encoding is to 
find a code vector combination, in other words a sum of the 
selected code vectors at different stages, that minimizes the 
resulting distortion. The selections are performed using some 
search algorithm. The simplest technique is to use sequential 
search, i.e. the selection is first performed for the first stage 
and then for the second stage, and so on. A better approach is 
to utilize joint selection, using e.g. the M-L tree search 
algorithm [5]. According to the descriptions given in [4], the 
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rect way to use the DCR algorithm in the case of MSVQ is 
apply it separately to each stage codebook. Each reordering 
performed in the order of increasing dissimilarity to the 
e vector selected from that codebook. This approach is 
y simple and straightforward but the improvements gained 
r the case without reordering are usually rather small. This 
blem was very recently discussed in [4], where the authors 
rectly stated that after the first stage the vectors are more 
orrelated, which makes the technique less efficient. The 
posed enhancements described in Section 3 allow clearly 
ter reordering in the case of multi-stage vector 
ntization, which significantly improves the performance 
ecially at latter stages. 
In predictive vector quantization, a prediction of the input 
tor is calculated using information about a finite number of 
viously quantized vectors, using e.g. auto-regressive (AR) 
diction and/or moving average (MA) prediction. Then, the 
diction error vector (also referred to as the prediction 
idual) is quantized instead of the original input vector. 
ally, in decoding, the output is computed by adding 
ether the prediction and the quantized prediction error. 
ce both PVQ and DCR exploit the correlation between 
acent vectors, the benefit achieved using both of them at 
 same time cannot be expected to be very high. 
vertheless, it is possible to apply dynamic codebook 
rdering on the indices of PVQ, using a direct approach 
ilar to the one proposed for MSVQ in [4]. In this 
ightforward application of the conventional DCR 

hnique, the reordering is performed simply using the 
similarity to the selected codebook entry as the sorting 
terion.

3. Enhanced DCR approach 
e proposed enhanced dynamic codebook reordering 
roach improves the efficiency of DCR by taking into 
ount the whole quantizer structure and all the pieces of 
ormation that are available from the other parts of the 
cture. To maximize the amount of available information, 
h reordering is delayed to the last possible moment, in 
trast to the conventional DCR where the reordering is 
formed immediately after each quantization. In this 
tion, the enhanced approach is presented from the 
wpoint of MSVQ and predictive quantization. However, 
ng the same ideas, it is possible generalize the proposed 
roach to other quantizer structures as well. For example, it 
uld be possible to extend the technique for the predictive 
lti-mode matrix quantizer structure presented in [6]. 
In the proposed approach, the dynamic index map for each 

ge is first initialized similarly as described in Section 2.2. 
en, the encoding at time instant t is performed as follows: 
tep 1. Prediction (optional); Let p(t) denote the predicted 
ector and e(t) denote the prediction residual vector, i.e. 
(t) = x(t) − p(t).
tep 2. Perform the codebook search for the vector e(t) for 
ll the stages of the K-stage quantizer structure. Let ck,j(t)
enote the code vector selected at stage j (j = 1, 2, ..., K).
tep 3. Set j = 1. 
tep 4. Dynamic codebook reordering for stage j using for 
 = 0, 1, ..., N−1 the measure 
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together with the sorting stragy similar to that given in 
equations (2), (3), and (4). The outcome is the updated 
dynamic index map ψj(kj,t) for stage j. Here, kj denotes the 
physical index of the code vector selected at stage j.
Step 5. Dynamic index mapping for stage j: ij(t) = ψj(kj,t).
Step 6. Transmit or store the digital symbol ij(t). The 
lossless compression can be performed during this step or 
later jointly for several symbols at the same time. 
Step 7. Set j = j + 1. If j ≤ K, go to Step 4. Otherwise, exit. 

If the lossless compression is not carried out in Step 6, it must 
be handled later, e.g. after processing the whole vector or after 
processing a block of vectors, or even after processing all 
input vectors. The optimal timing of the lossless compression 
depends on the selected compression algorithm. For example, 
with Huffman coding [1] the compression can be done in Step 
6 but with arithmetic coding [1] the compression should be 
done for a larger block of symbols at the same time. 

The operation of the decoder is modified in a similar 
manner. The decoding at time instant t is performed as 
follows:

Step 1. Prediction (optional); Set j = 1. 
Step 2. Dynamic codebook reordering and dynamic index 
map update for stage j similarly as in Step 4 of encoding. 
Step 3. Inverse mapping for stage j: kj = ψj

−1(ij(t),t).
Step 4. Set j = j + 1. If j ≤ K, go to Step 2. Otherwise, 
continue to Step 5. 
Step 5. Reconstruction of the dequantized vector )(ˆ tx  using 
Equation (6). Exit. 

As in the case of conventional DCR, all the necessary 
information is readily available both at the encoder and at the 
decoder. Thus, there is no need to include any side 
information, unless the channel is erroneous. However, an 
occasional reset of the dynamic index maps can be included to 
allow more convenient access to the bit stream.  

The above descriptions are applicable to both MSVQ and 
PVQ, and to the combination of them. If the quantizer 
structure does not include prediction, p(t) can be set to zero 
vector for all t. If there is only one stage (K = 1) and no 
prediction, the proposed technique reduces to the conventional 
DCR approach (with different timing of the reordering). As 
will be shown in Section 4, the proposed modifications make 
favourable changes to the probability distributions, which in 
turn reduces the entropy and significantly improves the 
compression efficiency. This performance advantage can be 
achieved at a very low cost: with careful implementation, the 
additional complexity compared to conventional DCR is only 
one add operation per stage. 

4. Experimental results 
As mentioned in the introduction, the target application for the 
proposed technique is a speech storage system that always 
operates on error-free bit streams. To demonstrate the benefits 
of the proposed approach, some experiments were carried out 
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this framework, more specifically in the quantization of the 
e spectral frequency (LSF) vectors derived from the time-
ying linear prediction coefficients. Since many speech 
ers utilize linear prediction, this quantization task is one of 
 most common tasks in speech coding, and hence a good 
mple application for the proposed technique. Due to space 
itations, only a selection of interesting experiments is 
sented here. In the experiments, the training set contained 
,000 10-dimensional LSF vectors and the test set included 

eparate set of another 180,000 vectors, all estimated at 10 
 intervals from an internal speech database containing 8-
z speech signals. The speech database consisted of active 
ech containing full sentences from many female and male 
akers in several languages. 
Table 1 illustrates the results from an experiment 

olving the application of the proposed approach in MSVQ. 
e studied quantizer structure included 4 stages with 64, 64, 
and 32 code vectors in their codebooks.  The training was 
formed using the multi-stage VQ simultaneous joint design 
orithm [5]. Weighted squared error was used both as the 
tortion measure in the M-L tree search (with M = 8) and as 
 dissimilarity measure in the reordering. The weights were 
puted similarly as in [7] in such a manner that during the 

ebook search the weights were derived based the 
responding unquantized LSF vector whereas in the 
rdering the weights were computed based on the latest 
ntized LSF vector. Table 1 contains a comparison of the 
oretical bit rates achievable using the same codebooks in 
ee cases: using lossless compression without reordering, 
ng conventional DCR, and using the proposed enhanced 
roach. As can be seen from these theoretical numbers 
ained through empirical entropy (Equation (1)), the 
posed approach clearly outperforms conventional DCR. 
e reason for the improved performance can be seen from 
ure 1 that depicts the empirical index probabilities for the 
rth stage, using the test data and the three different 
roaches (the same as in Table 1). The proposed technique 
duces the least flat distribution and consequently the 
est entropy. The difference compared to the conventional 
R is significant, especially in the latter stages. 
To illustrate the effect that the number of stages has for 

 performance, results from two alternative designs are 
sented in Table 2 and Table 3. More specifically, Table 2 
tains results obtained using a 3-stage quantizer structure. 

e performance advantage gained using the proposed 
roach is a bit smaller than in the case of the 4-stage 
ntizer but the gap to the conventional DCR is still a clear 
 bps. Table 3 depicts the theoretical bit rates achievable in 

 case of a 5-stage quantizer. Here, the increased number of 
ges makes the difference between the conventional DCR 
 the enhanced DCR larger (now 340 bps). 
In Table 4, the 5-stage quantizer structure of the previous 
eriment was complemented with a predictor. The 
diction was performed using a first order auto-regressive 
dictor with a diagonal predictor matrix. The predictor and 
 codebooks were jointly optimized using a combination of 
 multi-stage VQ simultaneous joint design algorithm [5] 
 the asymptotic closed loop design approach [8]. The 
SVQ structure contains properties that make it very 
llenging from the viewpoint of dynamic codebook 
rdering. Nevertheless, the proposed approach still clearly 
performs conventional DCR but the improvement of 100 



bps is smaller than in the structure that did not contain 
prediction (see Table 3).

It should be noted that the results presented in this paper 
were selected from a larger set of experimental results. 
Consequently, the results shown here do not represent the best 
possible performance gain achievable using the proposed 
approach but instead they offer typical examples of the 
advantages. In all the experiments that have been conducted 
on the proposed approach, it has constantly outperformed the 
conventional DCR technique without any exceptions. 

5. Concluding remarks 
This paper has presented enhancements to the conventional 
dynamic codebook reordering technique. The proposed 
enhancements improve the performance of the technique in 
advanced quantizer structures by taking into account the 
whole quantizer structure. The enhanced DCR technique has 
been described in detail and the clearly superior performance 
of the proposed approach has been demonstrated using 
experimental results. Though the practical results reported in 
this paper were obtained in a single speech coding application, 
the proposed technique can also be utilized in other 
applications that require data compression, provided that the 
encoder and the decoder are kept in synchrony. 
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Table 2. Theoretical bit rates achievable using a 3-
stage MSVQ for LSFs (originally 2200 bps).

No reorder DCR Proposed 
tage 1 774 509 457 
tage 2 687 642 519 
tage 3 694 680 593 
otal 2155 1830 1570 

Table 3. Theoretical bit rates achievable using a 5-
stage MSVQ for LSFs (originally 2200 bps).

No reorder DCR Proposed 
tage 1 464 300 266 
tage 2 482 440 328 
tage 3 397 379 301 
tage 4 399 390 327 
tage 5 400 395 342 
otal 2142 1904 1564 

Table 4. Theoretical bit rates achievable using a 5-
stage PMSVQ for LSFs (originally 2200 bps).

No reorder DCR Proposed 
tage 1 448 431 419 
tage 2 476 471 434 
tage 3 398 398 376 
tage 4 399 398 383 
tage 5 400 400 387 
otal 2120 2099 1999 
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