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Abstract 
The goal of event-based (EB) systems is the detection of the 
occurrence of important elements in the speech signal for 
different sound classes. In a speech recognition system, events 
can be combined to detect phones, words or sentences, or to 
identify landmarks to which a classifier or a decoder could be 
synchronized. The time boundaries of the events are then as 
important as the events themselves. Accordingly, the assessment 
of EB systems must take into account not only the correct 
identified sequence of events but also their correct time 
localization. Usually, only the token sequence or its boundaries 
are taken for evaluation. In this paper we propose an extension 
to standard recognition evaluation procedure, which combines 
recognition and segmentation performance. In our proposal, a 
modified Levensthein algorithm is used in the alignment 
between labeled and recognized events, where the degree of 
overlapping between them is taken in the local distance 
definition. We evaluate our approach on a rule based event 
detector, using the TIMIT corpus and compare the results of the 
new evaluation procedure with standard metrics. The results 
show that accuracy drops if alignment is made as a function of 
the overlapping between labels; nevertheless the agreement with 
the labeled boundaries is significantly improved. 
Index Terms: diarization, event detection, speech segmentation 

1. Introduction 
Despite the continuous nature of speech, standard automatic 
speech recognition systems describe it as a sequence of discrete 
units, usually phonemes. Since speech is a result of changes on 
both the excitation source and the vocal tract system, it may be 
described as a sequence of events. These events may be related 
with the signal acoustics, the signal production, the language, 
the speaker, etc, because any significant change may, itself, be 
treated as an event. In the literature, event-based (EB) systems 
are described in several contexts, namely: on the classification 
of the signal into broad classes according to the presence of 
some specific features on the acoustic structure of the signal,  
[1-3]; on the detection of landmarks where some specific 
changes as syllabic dips, glottal closures or vowel onset points 
occur [4, 5]; in finding structural events like sentence 
boundaries, filled pauses, discourse markers, and edit 
disfluencies, [6]; on the detection of word boundaries and voice 
activity, [7]; applied to speaker recognition [8]; attempting to 
find gestural events, [9] and representing auditory events, [10]. 
Notwithstanding this fuzzy concept of speech events, all event-
based systems have the same goal: to detect the occurrence of 
important elements (events) as well as the instant when they 
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ur, which means that both recognition and segmentation are 
essary. 
tomatic speech recognition (ASR) and automatic speech 
mentation (ASS) are quite different in their main purpose. 
R systems should provide the best sequence of labels that 
respond to the input signal but, when the system is evaluated, 
attention is given to the boundaries of the labels. On the 
trary, ASS systems aim at decomposing a signal into 
ustically different adjacent segments, but there are no 
cerns with the labels of the segments. In this case the goal is 
find the maximum number of boundaries that match those 
m a manual or a reference annotation. Since the main goal of 
 two referred fields is quite different, the evaluation measures 
ployed also differ. 

mentioned above, some previous works have explicitly 
ressed the problem of event detection; nevertheless there is 
well-established measure for evaluating such systems when 
h labels and boundaries are important to measure the 
formance of the system. They have been evaluated using 
ech recognition or speech segmentation evaluation 
cedures. 
this paper we propose an extension to the traditional speech 
ognition evaluation procedure, making the alignment 
ween reference and recognized events as a function of the 
ree of overlapping between labeled and recognized events. 

is paper is organized as follows. In Section 2, the standard 
luation metrics used in ASR and ASS are described. 
tion 3 outlines the proposed evaluation measure, while in 
tion 4 some experimental results are presented. In Section 5 

 discuss the performance of our proposal. 

2. Standard Evaluation Metrics 
ically, event detection systems are evaluated using speech 

ognition, [1-3, 5, 8] and speech segmentation, [6, 11] 
trics. Speech segmentation systems are, in general, evaluated 

comparing automatic with manual alignment,  
-13] and the question is: what percentage of the boundaries 
nd by the segmentation system, is correct? The response to 
 question depends on the system design. Amongst 
mentation methods, it is usual to take as input both the signal 
 its phonetic transcription, and a force alignment technique 
employed, [6, 11]. In this case the task is not exactly 
mentation, but an alignment between the phoneme sequence 
 the acoustic signal. The performance evaluation measure 
d is usually called agreement. Agreement is used instead of 
uracy, because manual alignments are prone to subjectivity, 
]. Let  NC  be the number of boundaries in agreement with 
 ones of the manual alignment and NT the total number of 
ndaries, then, 
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 /C TAgreement N N=  . (1) 

This measure is particularly appropriated when forced alignment 
is employed, because in this situation the number of limits 
found by the automatic aligner agrees with the number of limits 
of the reference. Otherwise the number of limits found by the 
method is not likely to agree with the number of limits of the 
reference utterance and insertion/deletion errors come out. That 
is the case of systems where the input is only the acoustic signal, 
[12]. In this case the agreement measure is not suitable to 
evaluate the quality of the segmentation and so other 
performance measures are commonly used, [5, 12]; these 
include the portion of segment boundaries placed correctly, 

( )C CPrecision=N / N +I , and the ratio of correctly placed 
boundaries to all manually placed segment boundaries,  

( )C CRecall=N / N +D , where D and I refers to the number of 
deletion and insertion errors, respectively and NC  the number of 
boundaries in agreement with those from manual alignment. 
Another usual measure takes the (weighted) harmonic average 
of precision and recall and leads to the F score measure, [14]. 
In ASR systems, the most common measure is word error rate 
(WER), or the related performance metric word accuracy rate. 
This last one is defined by the following expression: 

( ) /T TAccuracy N S D I N= − − − , (1) 

where NT is the total number of labels in the reference utterance 
and S, D and I are the substitution, deletion and insertion errors, 
respectively. Another measure is correctness, which is similar to 
accuracy, but where insertion errors have no influence. This 
measure is defined by 

( ) /T TCorrect N S D N= − − . (3) 

The number of insertion, deletion and substitution errors is 
computed using the best alignment between two token 
sequences: the manually aligned (reference) and the recognized 
(test). An alignment resulting from search strategies based on 
dynamic programming are currently being used in a successful 
way for a large number of speech recognition tasks, [15]. 
Speech recognition toolkits, such as HTK, [16], include tools to 
calculate accuracy and related measures on the basis of the 
transcribed data and recognition outputs using this dynamic 
programming algorithm.  
Measures such as accuracy and correctness are useful when the 
task is specifically speech recognition, but it is a poor measure 
from the point of view of applications, where higher-level 
information is needed. To demonstrate the unsuitability of the 
accuracy measure for EB systems, an example is shown in 
Figure 1. The top signal corresponds to a TIMIT [17] utterance 
with the corresponding manual alignment and the other one is 
an example of the output of an ASR system. 
Because the label sequence in a) and b) is the same, the 
alignment between them is perfect, what will correspond to an 
optimal recognition. However, for an event detection this result 
is, obviously, not correct; some segments (labels) do not even 
overlap! So, if the alignment is not made as a function of the 
overlapping, accuracy and correctness rates will not tell much 
about the performance of the system. The next section focuses 
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this problem and on the suggestion of an improved 
luation procedure for EB systems. 

ure 1. a) TIMIT utterance (“how did one join them”)
nually aligned, b) Output example of the ASR system.

3. Proposed Evaluation Measure 
 well-established measure has yet been proposed to evaluate 
ech event detectors. A possible solution consists in defining 
alignment function between two label sequences (reference 
 test) in which a penalty is applied to a pair of labels, as a 
ction of the boundary misalignment. 
e usual procedure aligns the label sequences according to the 
ensthein algorithm, [18]. This algorithm finds the best 
nment between two strings inserting a penalty if an error 
urs (insertion, deletion and substitution), but no penalty is 
lied if the labels match. In our proposal we include an 
itional penalty that is proportional to the average of the left 
 right misalignments. If the labels do not overlap (TOV ≤ 0 in 
ure 2), this penalty is set to a maximum value (pmax), such 
t an insertion or a deletion will be preferred to a misaligned 
stitution. 

igure 2: Measurement of the time misalignment between two 
labels.

nsidering 1 2,i it t  and 1 2,j jt t  as the boundaries of the test 
 reference labels, respectively, as indicated in Figure 2, then 

2 2 1 1 1 2max( , ) min( , )i j i j OVT t t t t T T T= − = + + ,

 overlapping time is 

2 2 1 1min( , ) max( , )OV i j i jT t t t t= −

 the left and right misalignments are 1 1 1j iT t t= −  and 

2 2j it t= − . If the labels labi and labj match but are not 

fectly aligned, then we introduce an additional association 
alty, pA(i,j), inversely proportional to the overlap between 
 labels, according to the following expression: 

T

T1 T2TOV

ti1 tj1 ti2 tj2

Reference Label, labj

Test  Label, labi



( )1 2 / 2 1( , ) 1
2A

OV OV

T T Tp i j
T T
+

= = − . (3) 

If the labels overlap more that 50%, pA is smaller than 0.5. As 
far as the overlapping decreases, this distance increases and is 
clipped to pmax=15, which corresponds to 3.2% of overlapping. 
According to the Levensthein algorithm there are four types of 
alignments each of them with different penalties (hit, 
substitution, insertion and deletion). Table 1 displays these 
penalties as used in the HTK evaluation tool (HResults) and 
in our proposal. 

Table 1. Types of alignment and corresponding penalties.

Type of 
Alignment 

Penalties 
in HTK Proposed Penalties 

Hit pHIT = 0 p = pA

Substitution pSUB = 10 p= pA+pSUB; pSUB = 7
Insertion pINS = 7 pINS  = 4
Deletion pDEL = 7 pDEL = 4

The dynamic programming algorithm is then defined according 
to the equation 

( )
( )
( )
( ) ( )

1,

, min , 1

1, 1 ,

INS

DEL

D i j p

D i j D i j p

D i j p i j

− +

= − +

− − +

 (4) 

where 

 , 
( , ) ( , )

0      , 
SUB i j

A
i j

p lab lab
p i j p i j

lab lab
≠

= +
=

  (5) 

and where D(i, j) is the accumulated distance to a node (i, j) of 
the alignment space. The optimal alignment is found by tracing 
back the path from D(m,n) to the origin, where m and n denote, 
respectively,  the lengths of the test and reference strings. 
Notice that in this case substitutions are more penalized than in 
the normal case. If the two labels are not considerably 
overlapped, then it is worth to consider a deletion or insertion 
rather than a substitution. 
To show the performance of the proposed method, we present in 
Figure 3 an example corresponding to the output of a fricative 
detector. To measure the detection results, we need to align the 
sentences depicted in figure 4. 

Figure 3. Example of a fricative detector. 
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Figure 4. The reference and test sentences to be 
aligned. 

we compute accuracy using the HTK tool taking this 
mple, a 100% rate will be obtained, because the recognized 
tence was perfectly mapped with the reference sentence. This 
bviously a wrong performance evaluation. There are some 
nments that can not be possible: the test event f1 may be 
ned with the reference n1 or may result on an insertion, but 
uld never be aligned with the reference f1; the test event f3
y be recognized as the reference f2, n3 or f3, but not with 
nts with which do not overlap. In this example the test events 
n2, f5 should be considered insertions and the reference events 
f3 and f5 should be considered missing. 

4. Experimental Results 
 compare the proposed evaluation procedure with the 
itional one, event detection was carried out using the TIMIT 

abase, [17]. The complete test set was used (excluding the 
 utterances) in a total of 1344 utterances. The event to detect 
the presence of a set of fricative phonemes. The 61 phone 
sses in TIMIT were reduced to a set of 2 labels (‘fri’, ‘nfri’) 
 adjacent events of the same class were merged. The {’f’, 

’, ‘z’, ’s’, ’zh’, ’sh’, ’jh’, ’ch’} phonemes were labeled as 
’,  and  all the others as ‘nfri’.
ent detection has been carried out by means of four acoustic-
el features at a frame rate of 5 ms using a Hamming window 
15 ms. The features are: 1 - Energy; 2 - Spectral Flatness 
asure; 3 – Spectral Centroid and 4 – the difference between 
-energy at high and low frequencies. We also used major 
iations of energy and spectral flatness in the rules that 
ssify each set of frames as ‘fri’ or ‘nfri’. This rule-based 
nt detector was used mainly to test the proposed performance 
luation algorithm; a more robust detector is under 
estigation. 
 evaluate the quality of the segmentation, we computed 
rectness and accuracy according to equations (2) and (3)and 
o the agreement (of the hits) with manual boundaries within 
 20 and 30 ms, according to equation (1). Table 2 lists the 
formance rates obtained with the HTK tool and with the 
posed algorithm. Comparing the results given by HTK with 
se from the new proposed method we conclude that accuracy
ps if alignment is made as a function of the overlapping 
ween labels; nevertheless the improvement on the quality of 
 boundaries of the events is quite noticeable in this case. We 
ieved an improvement of about 26%in agreement within a 
dow of ±20 ms, sacrificing accuracy which drops 4.3%. 

th our proposal there are much more insertions (23.8%) and 
etions (38.2%) and there are also substitutions errors, unlike 
K tool where this last kind of error never occurs. Despite the 
p in accuracy we consider that for the assessment of a speech 
nt detector the correct alignment of the events is of most 
ortance. 



Table 2. Results for the proposed evaluation method and of 
HTK method, in terms of correctness, accuracy and agreement 
rates.

 (%) Corr. Acc. Agree. 
(10ms) 

Agree. 
(20ms) 

Agree. 
(30ms) 

HTK 94.44 85.52 50.27 59.17 61.85 

Proposed 
method 92.26 81.21 72.54 85.2 88.98 

In order to evaluate the significance of the proposed method we 
computed the left (T1) and right (T2) misalignments of the hits as 
defined in Figure 2. Figure 5 shows a histogram of the distances 
between the boundaries of test and reference labels aligned with 
the two methods under consideration. It is clear that with no 
time information the resulting distances are high, because the 
alignment method can associate tokens that may be in total 
temporal disagreement. In this case 36% of the boundary 
distances are farther than 50 ms from the reference ones. It is 
interesting to note that with our alignment method more than 
50% of the distances are less than 5 ms and 85% less than 20ms 
from manual alignment. These results indicate that the proposed 
alignment method is appropriate to evaluate both the accuracy
and the agreement of an event based system. 
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Figure 5. Histogram of the distance between the boundaries of 
the well recognized and reference events. 

5. Conclusions 
Typically, event detection systems are not evaluated using 
segmentation information, which may induce to imprecise 
performance measures. This problem motivated us to investigate 
a method to evaluate event detection algorithms. It involves the 
enhancement of the alignment process, which is driven by the 
recognized positions of the boundaries. The proposed method 
overcomes the problem of aligning labels of the reference and 
test utterances with boundaries misaligned, setting a penalty 
inversely proportional to the degree of overlapping between the 
pair of labels. 
The results with a fricative event detector show that a drop of 
4.3% in accuracy conduct to an improvement of 26% in the 
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nment of well recognized events (within a window of  
 ms). 85% of agreement was achieved with our proposal 
inst 59% of common evaluation procedures. This indicates 
t the described evaluation methodology perfectly fit our goal: 

easure the performance of an event based system in terms of 
ognized events as well as their corresponding boundaries. 
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