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Abstract

This paper presents a corpus design method for Text-To-Speech
(TTS) synthesis application. The aim of this method is to build a
corpus whose unit distribution approximates a given target distri-
bution. Corpus selection can be expressed as a set covering prob-
lem, which is known to be NP-complete: we therefore resort to
a heuristic approach, based on greedy algorithm. We propose the
Kullback-Leibler divergence to guide the iterative selection of can-
didate sentences: indeed, this criterion gives the possibility to con-
trol the unit distribution at each step of the algorithm. We first
show how to efficiently update, in an incremental manner, this cri-
terion. We then present and discuss experimental results, where
our selection algorithm is compared, for various unit sets, with al-
ternative selection criteria.
Index Terms: speech synthesis, corpus design, Kullback-Leibler
divergence.

1. Introduction
Current Text-To-Speech systems are based on concatenative meth-
ods. Such systems use a large database of pre-recorded speech
from which acoustic units are selected for concatenation. The
quality of the system is strongly related to the quality of the
recorded textual corpus. Therefore, the corpus construction is a
crucial step in building a TTS system.

Corpus design can be formulated as a set covering problem
[1, 2, 3, 4]. The target set C is the units to be covered; each sen-
tence in the textual corpus is also a set of units, and the corpus
selection problem consists in finding a minimum size set of sen-
tences whose union contains all the units in C. This problem is
known to be NP-complete [5], and heuristic approaches have to
be considered, such as greedy algorithms. The greedy approach
for the set covering problem incrementally builds a corpus by se-
lecting, at each step, the most useful sentence from a large textual
corpus, according to a criterion which assesses the benefits of in-
cluding a new sentence. At each iteration, a score is assigned to
each sentence. The sentence with the highest score is selected and
removed from the set of candidates, and the set of units to be cov-
ered is updated. Other methods for corpus construction have been
proposed: for instance, [6] propose the pair exchange method; a
spitting method is also considered in [2].
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In the context of speech synthesis, the main goal of the corpus
struction is to get an optimal coverage of speech units. The
ction algorithm therefore aims at finding a subset of sentences
ch achieves the desired unit coverage condition. Units to be
red can be either diphones, triphones or syllables [2, 3, 4].
ever, to ensure a high synthesis quality, it is preferable to con-

r not only the phonetic nature of the units, but also features
ch characterize the units: length, stress, syntactic, lexical and
netic context, etc.

The performance of the aforementioned methods depends on
criteria used to compute the sentence score. Usually, criteria
into account the number of in-cover and out-of cover units.

rder to control the sentence length, the total number of units is
erally taken into account in the various criteria. Several criteria
e presented and evaluated in [2], for example the criteria based
he presence of units useful to the coverage as well as on the
ence of rare units in the candidate sentence.

There are different ways to evaluate the score of the candi-
sentences. In order to reach coverage of units the basic score
putation consists in normalizing the number of out-of-cover
s of the candidate sentence by the total number of units in the
ence. To favour rare units, the frequency of units computed
he initial corpus can also be introduced in the sentence score
putation. In order to achieve maximum variability of units in
selected subset, [3] redefine the sentence score in the greedy
rithm, taking into account the scores of different realizations
nits.

Choosing an optimal coverage depends on the application for
ch the corpus is designed [3, 7, 1]. For open domain synthesis,
important to include frequently occurring units as well as rare
s. A full coverage has to be obtained at least for the basic units
ically diphones). The coverage that reflects a given domain is
e suitable for limited domain synthesis: the most frequent units
e domain have to be included in the corpus. As a consequence,

database is likely to be smaller.

In this paper, we propose an alternative approach to corpus
gn, based on the Kullback-Leibler divergence. The main idea
is method is to build a textual corpus whose unit distribution

lose to an a priori distribution. A similar method was used
daptation text design for speech recognition [8]. During the
us construction, the proposed criterion compares the obtained
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units distribution with the target distribution. In section 2, we in-
troduce the Kullback-Leibler measure and we present an efficient
implementation of our unit selection algorithm. We first consider
the case where the target distribution is uniform, before explain-
ing how it can be generalized to other kinds of target distributions.
Experimental results are presented in section 3, where we compare
our criterion with two standard criteria.

2. Method
2.1. The Kullback-Leibler divergence

The KL divergence [9] is a measure which assesses the similarity
between two probability distributions. It is defined as:

D(P ‖ Q) =
tX

i=1

pi log
pi

qi

(1)

where P and Q are two discrete probability distributions.
The properties of this measure are the following. The diver-

gence is positive or equal to zero. The two probability distributions
are identical if and only if the KL divergence is null.

2.2. Sentence selection based on the KL divergence

2.2.1. Algorithm

For text corpus design, a greedy algorithm is used. At each itera-
tion of the algorithm, the sentence which minimizes the KL diver-
gence to the target distribution is picked. Let Q denote the target
distribution, and S = {s1, s2, . . . , sl} be the corpus from which
the sentences are selected. The corpus built after m iterations of
the algorithm is denoted S′

m = {s′1, s
′
2, . . . , s

′
m}, where m ≤ l.

Let s be a candidate sentence at iteration m + 1: ni is the number
of occurrences of unit i in S′

m ∪ {s}, and N is the total number
of units (N =

P
i
ni). The probability of unit i is simply com-

puted as its relative frequency pi = ni

N
. The score of the candidate

sentence s is then:

D(P ‖ Q) =
X

i,ni �=0

ni

N

`
log

ni

N
− log qi

´
(2)

Taking 0 log 0

q
= 0 allows to perform the summation over the

complete set of units.
At each step of algorithm 1, the sentence which minimizes the

KL divergence is added to the set of previously selected sentences.
The newly formed set of sentences has the minimum KL diver-
gence between its unit distribution and the target unit distribution.
The algorithm stops after picking L sentences, where L is a pre-
defined limit.

A naive implementation of this algorithm requires to repeat-
edly estimate the probability distributions Pjk for each candidate
sentence, and to compute the KL divergence with Q. The overall
complexity of these computations is thus O(L×|S|×|C|), which
is prohibitive when |S| is large.

It is however possible to significantly improve over this naive
complexity, by incrementally updating the KL divergence as fol-
lows. Between iterations j and j + 1, the algorithm adds a set of
units V , which only contains those units which occur in the can-
didate sentence. Let Nj and Nj+1 denote respectively the total
number of units in the corpus built at iteration j and the candidate
corpus at iteration j + 1; Pj and Pj+1 denote the corresponding
probability distributions. Let finally n

j
i and n

j+1

i be respectively
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orithm 1 Sentence selection based on the KL divergence
et the target distribution Q
′
0 = ∅
r j = 1 to L do
Dmin ← +∞
for Every sentence sk ∈ S \ S′

j−1 do
Fjk = S′

j−1 ∪ {sk}
Estimate the probability distribution Pjk on Fjk

Compute D(Pjk ‖ Q)
if D(Pjk ‖ Q) < Dmin then

Dmin ← D(Pjk ‖ Q)
sbest ← sk

end if
end for
S′

j ← S′
j−1 ∪ {sbest}

nd for

number of occurrences of unit i at iteration j and j + 1. αi

efined as log qi. Simple arithmetic computation show that the
divergence can be decomposed as follows:

D(Pj+1 ‖ Q) = Aj+1 + Bj+1 (3)

re Aj+1 is defined as:

Aj+1 =
Nj

Nj+1

h
D(Pj ‖ Q) + log

Nj

Nj+1

i
(4)

Bj+1 is defined as:

Bj+1 =
P

i∈V

n
j+1

i

Nj+1

“
log

n
j+1

i

Nj+1
− αi

”

−
P

i∈V

n
j

i

Nj+1

“
log

n
j

i

Nj+1
− αi

” (5)

In this decomposition, Aj+1 is related to D(Pj ‖ Q) through
mple affine function. The computation of Bj+1 only implies
mmation over the set of units occurring in the candidate sen-
e, which considerably reduces the computation cost.
In this study, we take as target distribution the uniform distri-
on. This will be discussed in section 4. It is however impor-
to realize that our algorithm is able to accommodate a variety
lternative target distributions: as is clear from equation 5, the
plexity of our procedure does not depend on the choice of Q.

2. Coverage

condition to achieve a desired coverage is only indirectly in-
uced in our criterion. Indeed, the algorithm attempts to include
istinct units. However, as it selects entire sentences, the result-
distribution inevitably reflects the characteristics of the origi-
distribution. It is not difficult to see that our method does not
e it possible to quickly achieve a full coverage of units. Ac-
ly, after a certain point, some sentences that contain no out-of-
r units can happen to be better candidates than sentences with
of-cover units but occurring for example with already highly
esented other units. We have therefore included the following
straint, which has the additional benefit to speed up the selec-
process: at each iteration, we only evaluate sentences which

tain at least one “new” unit. Once the full unit coverage is
eved, the full selection process resumes, evaluating all avail-
sentences.
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Figure 1: Evolution of diphone coverage.

3. Experimental Results
3.1. Data

The corpus used for this experiment contains about 7000 sentences
collected from the “Le Monde” newspaper. About hundred sen-
tences used in the vocal applications are also included in the cor-
pus. This corpus was built in order to create the speech database
for open domain synthesis application. It has been design with the
aim of covering all distinct diphones, 90% of contextual diphones
and 80% of distinct triphones observed in the initial exerpt from
“Le Monde”. We assume that the corpus is phonetically balanced.
The maximal sentence length is 27 words. There are 1170 distinct
diphones and 14907 distinct triphones in the corpus. As we want
to compare the behaviour of different criteria, and as we only con-
sider basic units (typically diphones and triphones) we presume
that the corpus size is sufficient.

3.2. Criteria comparison

In this section we compare our criterion and its modified version
(cf. 2.2.2) with two standard criteria. The first standard criterion is
computed as follows: the number of “new” distinct units present in
the candidate sentence is normalized by the total number of units
in the sentence. The second standard criteria is similar to the first
one, with the difference that it favours rare units. The score of
each new unit in the candidate sentence is thus weighted by the in-
verse of the unit frequency computed on the initial corpus. As we
consider basic units we target full distinct unit coverage. We first
examine the diphones and triphones coverage obtained at each iter-
ation of the sentence selection process. The evolution of coverage
is displayed on figure 1 for diphones and on figure 2 for triphones.

The full diphone coverage is quickly attained by standard
methods (“Standard” and “Standard freq”) and by our method
(“KL variant”). However, the full coverage is only achieved at
the end of the process using the algorithm 1. This phenomena was
observed in [4]. The KL method prefers to pick sentences which
make the built distribution more balanced rather than sentences
which contain “new” units: in fact, sentences which contain the
out-of-cover units do not necessarily minimize the KL divergence
and are not likely to be selected. By introducing a constraint on
the candidates the algorithm can achieve quickly the full coverage.
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Figure 2: Evolution of triphone coverage.

In both cases (diphones and triphones), the coverage rate in-
ses faster with KL-based criteria. This is encouraging for fur-
studies where we wish to include more constraints on units
for those applications where corpus size has to be limited.
In order to go further in the comparison, we have focused our
y on the built corpus when the full unit coverage is achieved
two criteria. Let C

dip
KL be the built corpus using modified KL

hod related to diphones and C
dip

freq be the corpus built with the

ndard freq” method. C
trip

KL and C
trip

KL are the corresponding
ora with the full triphones coverage. Table 1 presents some
stics computed on the selected corpora when the full coverage
ached. As can be seen from these numbers, the modified KL
rithm picks long sentences in order to include a large number
istinct units. As for the “Standard freq” method, short sen-
es with rare units are selected in priority.

Table 1: State of built corpora with the full unit coverage.

Number of Number of Average number of units
sentences units per sentence

dip

KL 296 9150 31,0
dip

req 260 6941 26,7
trip
KL 3586 121861 34,0
trip

req 3131 106244 34,0

For C
dip
KL the total occurrence number of units is 31% higher

for C
dip

freq. This difference goes down to 14,7% for corpora
ted to triphones, where the average sentence lengths are com-
ble.

4. Discussion
is study, we have taken as target distribution the uniform dis-
tion: our algorithm will thus try to find a set of sentences such
the unit distribution in this corpus has a maximum entropy. At
sight, this may look quite counter intuitive, and it might seem
e natural to target a distribution which is close to the “natural”
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Figure 3: KL divergence to qi(a) distribution.

distribution of units, estimated from a large corpus.
However, in the corpus from which the sentences are selected,

units tend to be distributed according a Zipf law [10]: a small num-
ber of units are very frequent, while a large number of units are
very rare. Any selection algorithm picking entire sentence is thus
very likely to get a complete coverage of the frequent units. By
targeting the uniform distribution, the algorithm tries to reduce the
number of frequent unit while maximizing the selection of rare
units. This behaviour of our algorithm is evidenced by the follow-
ing experiment.

Let fi be the relative frequency of unit i in the initial corpus.
Let qi(a) be defined for 0 ≤ a ≤ 1 as:

qi(a) =
fa

iP
i
fa

i

(6)

This distribution corresponds to the case where all unit fre-
quencies are leveraged. Frequent units are more affected in ab-
solute. We are interested here in estimating the KL-divergence
between the distribution of units estimated on our automatically
selected corpora and this qi(a) distribution for different values of
a. The units under consideration are triphones and we are making
evaluations on the corpora selected at the iteration when the full
triphone coverage is achieved. The question is: what is the value
of a for which the built distribution is closer to qi(a)?

For a = 0 the KL divergence to the uniform distribution is
evaluated; for a = 1 the KL divergence to the initial unit distribu-
tion is computed.

As can be seen on figure 3, for all methods the resulting unit
distribution is much closer to the initial unit distribution than to
the uniform distribution. As whole sentences are selected, the unit
distribution can not be totally flattened: units tend to remain dis-
tributed according a Zipf law. The distribution obtained with our
method is however flatter than those obtained with the other meth-
ods (a minimum can be observed for a value of a equal to 0.9).

This corpus design method remains to be experimented with
larger corpora, as the results might be different when we have more
sentences to choose from: the selected corpus size will undoubt-
edly be much smaller than the current selected corpus (modulo the
initial corpora sizes). In any case, further investigations should be
carried out in order to try to force the distributions to be flatter in
a reasonable way.
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5. Conclusions
is study, we have presented a method based on the Kullback-
ler divergence for corpus design. The proposed criterion gives

possibility to globally control the unit distribution in the built
us. We have also proposed an efficient implementation of this

hod which incrementally update the KL divergence in the sen-
e selection process. As a consequence, the computation cost
e method is reduced.
For this study we have targeted the uniform unit distribution
the advantage of our approach is that the proposed algorithm is
ible and it is able to accommodate different distributions which

prove more for domain specific TTS synthesis applications.
textual corpus defining a domain has specific unit distribution.
text adaptation, sentences whose unit distribution resembles
task distribution have to be selected. The adaptation of the
ual corpus to various distributions is easy to implement: what
ly required is to obtain Q from a given domain specific corpus
to set it as the target distribution in our algorithm.
Our future plans also include exploring this method on larger
ora and examining other types of units, for instance contextual
s. Finally, the speech synthesis quality evaluation has to be
ormed.
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