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Abstract

This paper addresses the use of an automatic decomposi-
tion method to reduce lexical variety and thereby improve speech
recognition of less well-represented languages. The Amharic lan-
guage has been selected for these experiments since only a small
quantity of resources are available compared to well-covered lan-
guages. Inspired by the Harris algorithm, the method automati-
cally generates plausible affixes, that combined with decompound-
ing can reduce the size of the lexicon and the OOV rate. Recog-
nition experiments are carried out for four different configurations
(full-word and decompounded) and using supervised training with
a corpus containing only two hours of manually transcribed data.
Index Terms: less represented languages, speech recognition,
Ambharic, lexicon construction, word decomposition.

1. Introduction

With today’s technologies, large corpora of transcribed speech and
large amounts of textual data are still required to build automatic
speech recognition (ASR) systems. While the Internet is a great
source of raw textual and audio data that can be exploited for build-
ing acoustic and language models using semi-automatic methods,
a great majority of the world’s languages suffer from poor repre-
sentation on the Internet. The Ambharic language is an example of a
less represented language, for which only small quantities of writ-
ten texts are available. This article reconsiders what units should
be represented in the recognition system, i.e. what is the defini-
tion of a word. A corpus-based method is described and used to
help select recognition units for the Amharic language. A set of
affixes is automatically selected by measuring the number of new
words introduced in the lexicon when words are decompounded.
The automatic selection of affixes is not straightforward. Different
selection criteria are discussed and the impact of decomposition on
lexical coverage is measured. The generalizability of the method is
demonstrated by applying the affix selection process to the Arabic
language, which belongs to the same Semitic family of languages.

In the next section, the audio and textual resources used in
this work are described. This is followed by a description of the
affix selection method along with corpus based studies. Automatic
speech recognition experiments are presented using the different
representations in Section 4, with a training corpus of only two
hours of manually transcribed data.

2. Audio and textual data

The Amharic language was used in the study, being representa-
tive of languages for which at this time only limited resources are
available. Ambharic is the official language of Ethiopia and has
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Table 1: Characteristics of the audio corpus (number of hours,
number of speakers, and number of words for each audio source.

Source Training  Development
Deutsche welle  24h 6mn 1h 20mn
Radio Medhin 11h 8mn 37mn

# speakers 200 15

# words 233k 14k

about 14 million speakers (source: omniglot.com). Although it
is a semitic language like Hebrew and Arabic, its writing, which
developed from the Ethiopian classical language Ge’ez, is a syl-
labic left-to-right script. Amharic has 34 basic symbols, for which
there are 7 vocalizations: /¢/, /u/, /i/, /a/, /e/, o/ and [o/, re-
ferred to as the seven orders. The basic symbols are modified in
a number of different ways to indicate the different vocalizations.
85% of the syllables represent a CV sequence (C for consonant
and V for vowel), one symbol represents the complex sound /ts/V
and the reminder represent CwV sequences (where w is a semi-
consonant). There are various recent studies on speech recognition
and speech processing for Ambharic [1, 2, 3], a new resource web
portal for Amharic corpora has also been created. '

Compared to other languages for which models and systems
have been developed [4], the Amharic audio corpus is quite small,
containing a total of 247k words with 50k distinct lexemes. It
is comprised of 37 hours of broadcast news data from Radio
Deutsche Welle (25h) and Radio Medhin (12h), recorded during
the period from January 2003 through February 2004. The shows
have been transcribed by native Ethiopian speakers. Two hours
of data taken from the latest shows for each audio source were
reserved for development test. Table 1 summarizes the charac-
teristics of the audio corpus in terms of the number of hours by
source, the number of distinct speakers, and the number of words
for both the training and the development subsets. More hours
were recorded of Deutsche Welle since it has a greater diversity of
speakers than does Radio Medhin.

In addition to the transcriptions of the audio data, about 4.6
Millions of words from the newspaper and web texts dating from
1996 to 2005 from three sources have been used for language
model training. These texts include about 1.72M words the news-
paper Ethiozena archives (1996-2004), 1.1M words of Deutsche
Welle web texts (2003-2004) and the newspaper Ethiopian Re-
porter (1.8M words recent dating from 2004-2005). The text
sources were used to select the recognition vocabulary and to train
language models, as is further described in Section 4.

Uhttp://corpora.amharic.org/
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Table 2: Statistics for two potential suffixes: number of occur-
rences as a word, as an affix, number and percentage of roots not
in the initial lexicon.

# Occurrences New roots
Affix as aword  as an affix # %
+woCx 92 49214 1105 2.2
+wana 4108 725 282 389

Table 3: Number of affixes proposed by the Harris algorithm, and
after the first and second selection step.

# Affixes  Initial  After step 1 ~ After step 2
Prefixes 500 495 175
Suffixes 386 371 126
Total 886 866 301

3. Word decompounding

An initial 114k word-based lexicon was selected, comprised of all
distinct words in a two-hour subset of the training data transcrip-
tions and all the words occurring at least three times in the news-
paper and web texts. The out-of-vocabulary (OOV) rate of the
development corpus with this word list is 18%, which is very high.
There are a total of over 340k distinct words in the texts. The high
OOV rate even with a large word list led to an investigation of how
effective word decompounding of affixes could be for the Amharic
language. Studies on word decompounding have been described
for languages in which the word compounding generation process
is frequent, such as for German [5]. Compounding in Amharic
results from the addition of prefixes and suffixes that are gram-
matical morphemes like pronouns, possessive and demonstrative
adjectives, prepositions and postpositions.

3.1. Method for affix selection

The automatic detection of affixes is interesting since no linguistic
information specific to the target language is required, thereby the
method can be used for essentially any language with little adap-
tation. The Harris algorithm [6] originally applied to phoneme
strings, can also be used to detect morpheme boundaries from a
simple list of words in the target language. It relies on the univer-
sal property that the number of potential distinct letters which can
follow any given word beginning reduces rapidly with the length
of the word-initial substring. Generally speaking, as the number of
letters in the substring increases the number of possible successors
decreases. If the number of successors increases for a particular
substring, then the substring is a potential prefix that can be re-
combined with other morphemes that begin with various distinct
characters. The algorithm counts the number of distinct succes-
sor characters for each prefix of a given length and proposes mor-
pheme boundaries when a local maximum is found. The goal is
not to carry out a morphological analysis, but to determine a list
of potential affixes. Decompounding the words with the most fre-
quent affixes allows the number of distinct lexemes to be reduced
while increasing the representation of some infrequently observed
n-grams [5].

3.2. Application to Amharic

The algorithm was applied to the 114k words in the Ambaric lex-
icon. 500 prefixes and 386 suffixes were found. Affixes were se-
lected in two steps. First, for affixes that occur both as affixes and
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Figure 1: Number of roots as a function of the number of
prefixes ranked by frequency. For the ’split_all’ curve new
lexemes are incrementally added to the word list.  For the
split_only_in_lex’ curve only words that generate lexemes al-
ready in the word list are split.
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Figure 2: Lexicon size as a function of the number of decom-
pounded prefixes (ranked by frequency). For the ’split_all’ condi-
tion, new roots are added to the lexicon before decompounding the
next prefix. The initial lexicon has 114k entries.

as words, the number of occurrences in the text corpus as a word
were compared to the number of occurrences as an affix. Affixes
occurring more often as a word than as an affix were excluded.
Second, the utility of splitting the affix from the rest of the word
was considered by counting the percentage of times that decom-
pounding creates new roots (i.e. creates words that were not in
the original word list). Table 2 shows two examples of potential
suffixes and their counts. The "+’ sign has been added to the af-
fixes in order to ensure the possibility of recombining affixes and
roots back into entire words. The first affix *+woCx’ occurs al-
most 50k times as a suffix and leads to only 2.2% of new lexemes
when decompounded in the lexicon. The second potential suffix
appears much more frequently as a word (4.1k times) than as a
suffix (725 times), so this one is rejected. Of the almost 900 af-
fixes proposed by the algorithm, only 20 were excluded after the
first step since they occurred more frequently as words than as af-
fixes. At the second step, it was decided that in order to achieve
the goal of reducing the size of the word list it only makes sense to
split affixes if they generate fewer new lexemes than are removed
by decompounding. Therefore in these experiments only affixes
that generate less than 50% of new lexemes were selected, where
the lexeme counts are weighted by their frequency in the texts. Ta-
ble 3 gives an overview of the number of affixes at each step of the
selection process.

The ’split_all’ curve in Figure 1 shows the number of new
lexemes created by the decompounding as a function of the num-
ber of prefixes used, ranked by decreasing frequency in the texts.
The curves for the suffixes are very similar and are therefore not
presented here. The most frequent prefixes create many new lex-
emes. Two criteria for decompounding are shown. New lexemes
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Table 4: Impact of decompounding on lexicon size and OOV rate.

# Affixes  Lexicon size  OOV(%)
Entire words 0 114.2k 18.0%
Prefixes 175 89.5k 15.1%
Suffixes 126 91.5k 14.1%
Affixes 301 68.1k 12.1%

can be incrementally added as they are created (’split_all’ curve)
or words can be split only when they generate lexemes that are al-
ready in the word list (’split_only_in_lex’ curve). It can be seen
that in both cases the most frequent prefixes generate the most
roots, and even in the ’split_all’ case the number of new lexemes
generated by the decomposition decreases rapidly. For the least
frequent fewer than 10 new roots are created. For the Amharic
language where the grapheme-to-phoneme conversion is straight-
forward [7] adding new lexemes to the word list is not problematic.

Figure 2 shows the impact of word decompounding with the
selected affixes on the lexicon size. The prefixes are ordered by
their frequency in the texts and are split one at a time. For the
curve ’split_all’, newly created roots are added to the word list and
the original lexemes are removed. The most frequent prefixes are
short, single syllable prefixes and systematically splitting them has
a large impact on the word list size. As the frequency rank of the
prefix decreases, the effect of splitting is smaller. For the curve
’split_only_in_lex’, only those words which when decompounded
have the root in the word list are split. As a results, the number of
lexical entries is seen to asymptote more quickly. Table 4 shows
the impact of word decompounding with the selected affixes on
the lexicon size and the OOV rate, when splitting affixes only for
remaining roots of two syllables at least (in figure 2, no condition
on roots was applied). With all 301 affixes, the number of distinct
lexemes decreases from 114k to 68.1k words. The OOV rate is
reduced by over 30% from 18.0% to 12.1%.

3.3. Application to Arabic

In order to validate the basic methodology, a similar study was car-
ried out decompounding prefixes for the Arabic language. Using
an initial lexicon with 101k entries, a smaller number of proposed
prefixes are found than were proposed for Amharic. These corre-
spond to Arabic prefixes (Al, wa, bi, li, waAl, ka, lil, sa, fa,...).
Figures 3 and 4 show respectively the number of roots after split-
ting and the impact of word decompounding with the selected af-
fixes on the lexicon size. As for Amharic, for the ’split_all’ curve
new lexemes are incrementally added to the word list and for the
’split_only_in_lex’ curve, only words that generate lexemes al-
ready in the word list are split. The smaller reduction in lexicon
size for Arabic can be attributed to the significantly smaller num-
ber of selected prefixes.

4. Recognition experiments in Amharic

Speech recognition experiments were carried out to compare a
standard full-word representation with three different word rep-
resentations using word decompounding. The speech recognizers
all have two decoding passes with an unsupervised adaptation of
the acoustic models after the first pass [8].

The language models are Kneyser-Ney smoothed trigram
models, and result from the interpolation of two component LMs:
one estimated on the web texts and the other on the manual tran-
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Figure 3: Number of roots as a function of the number of prefixes
ranked by frequency in the lexicon.
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Figure 4: Lexicon size as a function of the number of decom-
pounded prefixes ranked by frequency in the lexicon. The initial
lexicon has 101.3k entries

scripts of the audio data. The interpolation coefficient was opti-
mized by measuring the perplexity of the LM on the dev test tran-
scripts.

4.1. Influence of training corpus size

Figure 5 shows the word error rate (WER) as a function of different
quantities of manually transcribed data used to train the acoustic
models. The WER is measured on the dev corpus (2h of speech,
14.1k words). For each point on the curve, the language model and
the word lexicon were re-estimated using only the transcriptions
used to train the acoustic models. There is a rapid decrease in
WER from 10 minutes to 2 hours of training data, from over 76%
to about 50.0%. In the range above 2 hours of data, the WER
decreases more slowly to a WER of 41.5% with 10 hours of data.
The abrupt change in the WER from 1h to 2h of training data is
due to the acoustic models, and not the LM since the same WER
is obtained when the LM corresponding to 1h of speech is used.
This may be due to a better representativity of the speakers in the
larger audio set. Considering this, further experiments using affix
decompounding combined with supervised training were carried
out with the same two hours of manually transcribed training data
with a total of 16.6k words in transcripts.

Ambharic
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Figure 5: Word Error Rate vs quantity of training transcriptions
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Table 5: Word error rates before ( WER+ ) and after (WER) recom-
bination.

Representation  WER+ (%) WER (%)
full words - 50.0
prefixes 38.7 44.8
suffixes 43.1 46.5
affixes 39.8 47.8

Table 6: WER, Insertion, Deletion and Substitution rates before
(top) and after word recombination (bottom).

Representation  WER+ (%) I+ D+ S+
prefixes 38.7 3.0 83 275
suffixes 43.1 3.6 105 29.0
affixes 39.8 3.7 100 26.1
Representation  WER (%) 1 E S
full words 50.0 1.3 109 37.8
prefixes 44.8 1.8 82 348
suffixes 46.5 1.7 8.6 362
affixes 47.8 1.8 89 37.1

4.2. Experiments with word decompounding

Three representations involving word decompounding were inves-
tigated: with only the 175 selected prefixes separated; with only
the 126 suffixes separated; and both the prefixes and suffixes sep-
arated (301 affixes in total). Decompounding words into smaller
units changes the word boundaries. Since the acoustic models are
word-position dependent, new acoustic models were trained for
each representation. These position-dependent triphone models
cover about 3.1k contexts, with 8 Gaussians per state. Language
models for each condition were also estimated. Table 5 shows
the WER for the four systems, the first column (WER+) gives the
WER before recombining the morphemes into words and the sec-
ond column gives the WER after recombination. Looking at the
outputs of the systems, the affixes seem to be well recognized, be-
cause of their small length and their high frequency. Recombining
words increases the WER showing that errors are mainly on the
roots. When recombining, the number of words in the sentences
decreases so that the number of errors is shared by less units. Nev-
ertheless gains after recombination are observed in the WER com-
pared to the full word representation (50% WER ). The best WER
was obtained with the representation splitting prefixes which had
an absolute gain of 5.2%. Combining the separation of both pre-
fixes and suffixes gave the smallest gain (2.2%). Using both pre-
fixes and suffixes reduces the language model context and there-
fore may confuse the system. Longer spam n-grams may help to
address this problem.

Table 6 gives the repartition of the errors between the Inser-
tion, Deletion and Substitution rates, respectively before and after
word recombination. With the affixes separated, more insertions
and deletions are observed since the texts contains many more lit-
tle words than the initial texts with a full words representation. The
main gains are obtained on the substitution rates.

Table 7 shows an example sentence that was correctly recog-
nized with the separated prefix system but the full-word system
hypothesized two words instead of three. The reference sentence,
shown in bold, is composed of three words for the full-word repre-
sentation (Sworq) and four words when the prefixes are separated
(Sprefiz). The figure gives the log-likelihood (1lh) of each word
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Table 7: Example of a sentence recognized correctly by Sprefia
and incorrectly by Syord. The correct and incorrect word strings
are given along with their log-likelihoods.

System  Sentence llh

Swora  ?iraKxlajx jESxgxgxrx -9.5551
?iraKx lajx jESxgxgxrx -9.6559

Sprefiz  TiraKx lajx jE+ Sxgxgxrx -9.2613
tiraKxlajx JE+ Sxgxgxrx -10.1367

sequence with the corresponding LMs. For the word based sys-
tem, the correct sentence (reference) has a less good likelihood
than the hypothesis. For the separated prefix system, the words
’lajx’ and ’jE+’ are among the most frequent words in the texts.
The second best hypothesis with the first two words glued together
*2iraKxlajx’ is much less frequent and has a much lower likeli-
hood. For the full-word system the high unigram probability of
the word ’lajx’ is not enough high to output the correct sentence.
Since the word *jJESxgxgxrx’ is rare in the texts, the separation of
the prefix "JE+ is advantageous.

5. Summary

This paper has described the use of an automatic decomposition
method based on the Harris algorithm that is seen to automati-
cally generate plausible affixes, which when combined with de-
compounding can reduce the size of the lexicon and the OOV rate.
Corpus-based studies were carried out for the Amharic language
selected as being representative of languages for which only a
small quantity of linguistic resources are available. Recognition
experiments were reported for four different configurations (full-
word and decompounded) using a training corpus containing only
two hours of manually transcribed data. The system with prefix de-
composition was shown to reduce the relative word error rate after
recombination by about 10% compared to the full word models.
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