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Abstract
In this study, we present two novel fusion approaches to merge
subword and word based retrieval methods within a multilingual
spoken document retrieval (SDR) system. Considering the fact
that more than 6000 languages are spoken in the world today, re-
sources (e.g., text and audio data, pronunciation lexicon) needed to
develop Automatic Speech Recognition (ASR) systems for such a
range of languages (accordingly the performances of these ASR
systems) can be considered within a tiered structure. Even for
resource-rich languages, some applications (e.g., historical digital
archives) contain acoustical/lexical variations among time which
presents challenges to build effective up-to-date audio indexing
and retrieval systems. Within this concept, we focus on creat-
ing robust multilingual SDR systems employing both word-based
and subword-based retrieval methods. Our proposed algorithms
employ an OOV-word detection module to generate hybrid tran-
scripts/lattices. In our Dynamic Fusion (DF) approach, hybrid
transcripts/lattices are used to assign dynamic fusion weights to
each subsystem. In our Hybrid Fusion (HF) approach, queries are
searched through hybrid lattices. We evaluated our proposed algo-
rithms in a proper name retrieval task within the Spanish Broad-
cast News domain, and spoken document retrieval task using our
historical speech archive NGSW corpus [1], where the proposed
algorithms yield improvements over traditional fusion methods.
Index Terms: audio indexing, subword, retrieval, multilingual.

1. Introduction
Multilingual information search in audio recordings (e.g., audio
broadcasts, archives from digital libraries, audio content on the in-
ternet, etc.) is expanding at an increasing rate as more audio data
becomes available in different languages. In many cases, there are
only a few or no linguists in high-interest languages leading to a
considerable shortfall in transcription and/or lexicon creation ef-
forts within the task of ASR development. In addition to this, data
sparseness is another research problem since the available train-
ing material (e.g., audio and text) needed to train ASR systems,
generally speaking, is limited and diverse (e.g., different record-
ing conditions, speaking styles, accents/dialects, etc.). All these
factors, in what we refer to as tiered resources, result in different
operating tiers for multilingual SDR systems. Therefore, develop-
ing algorithms that yield robust SDR performance, independent of

This work was funded by grants from the U.S. Air Force Research
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ier the system is operating at, becomes crucial within the con-
of portability and rapid-transition to resource-limited target
uages.

Even for resource-rich languages (e.g., English), searchable
o content is sometimes so diverse (e.g., audio content on the
net, or spoken archives from digital libraries [1]) due to acous-
/lexical variations across time, that it is difficult to build effec-
up-to-date SDR systems. System tuning could help to main-
SDR performance at desired levels, on the other hand this is
stly (time, labor, money) solution. Finding automatic ways
aintaining system performance at the desired level becomes a
tical concern across languages and time periods.

In this paper, we focus on rapid transition to resource-limited
et languages within the context of multilingual audio indexing
retrieval. Our goal therefore, is to develop robust retrieval
ods for new target languages. Different tiers might result
changing lexicon coverage 1 (poor coverage at the beginning,
an evolving lexicon as more resources are employed to obtain
r coverage), or data sparseness or mismatch during acoustic
el training.

It is a well known fact that during recognition, shorter units
., monophones) are more robust to errors and word variants
longer units (e.g., words), but longer units capture more dis-
inative information and are less susceptible to false matches
ng retrieval. In order to move towards solutions that address
problem of misrecognition (both in-vocabulary word and out-
ocabulary word errors) during SDR, previous studies have em-
ed fusion methods [2, 3, 4, 5, 6] to recover from recognition
rs during retrieval. In these methods, fusion weights are opti-
d for specific tasks. More importantly, these methods assume
mogeneous audio collection where the ASR system achieves
lar performance in each audio document. Results from these
ies show small improvements over word-based-only retrieval
oaches as the number of documents increases.

In our algorithms, in order to use fusion methods more effec-
y for changing tiers within SDR, for each utterance we first
an OOV-word and misrecognition detection module. Based
he output of this module, the first fusion algorithm, Dynamic
on (DF) approach, decides how to merge subword and word
d retrieval scores dynamically. The idea is to automatically
t the fusion weights according to the present tier (lexicon cov-
e or acoustic model accuracy in this paper) for which the re-
al system is operating. The second algorithm, Hybrid Fusion

Lexical variation over time (e.g., 1890’s to present) for resource-rich
uages are out of the scope of this paper [1].
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(HF) approach, searches query words through the hybrid lattice.
These methods could be considered as dynamic back-off strate-
gies where subword-based retrieval scores are merged with word-
based retrieval scores according to the performance level of the
word-based recognizer. In other words, subword-based retrieval is
employed more heavily than usual for utterances where the word-
based ASR system is performing poorly.

In Sec. 2, we present the baseline system, and the proposed
retrieval algorithms employing Dynamic Fusion (DF) and Hybrid
Fusion (HF). Recognition results and evaluation of the proposed
retrieval algorithms for two different tasks are presented in Sec. 3.
Discussion and future work are presented in Sec. 5, with conclu-
sions in Sec. 6.

2. System Architecture
2.1. Baseline System

In our baseline system, we employ conventional fusion meth-
ods where subword and word based retrieval system outputs are
merged with fixed weights for in-vocabulary query words. For
OOV query words, only subword-based retrieval method is em-
ployed. In the current system, only phonemes are used as sub-
word units. In addition to 1-best recognition hypothesis, we also
use N-best transcripts and lattices for our word-based retrieval and
phoneme-based retrieval systems, respectively. In our word-based
retrieval engine, we use a modified version of the MG [7] retrieval
system. In this version, the tfidf weighting scheme is replaced with
Okapi as explained in [1]. Stop-word removal and stemming are
applied to the resulting ASR transcripts. For phoneme-based re-
trieval, we use the system developed in our previous study [8]
where Finite State Transducers (FST) are used to index phone lat-
tices, and to retrieve query words using confusion-embedded pro-
nunciations.

In addition to using subword and word based retrieval meth-
ods in a fusion approach, one can employ query expansion (QE)
to address the problem of misrecognized/OOV word retrieval. As-
suming the lexicon coverage is ranging from high rates to some-
what common rates, then QE will not be a valid solution for this
problem, and an alternative solution is needed. In addition to this,
proper names (which are most likely not in the lexicon) are more
discriminative than common words during retrieval.

2.2. Proposed Algorithms

We employ a hybrid-recognition based OOV detection module
which is similar to the one proposed in [9]. Different from
the word-based recognizer used in the baseline system, we use
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neric word model (i.e., every OOV word is mapped to the
ric word model) which allows arbitrary phoneme sequences

ng recognition. In our word lexicon and word-based language
el, we use UNK tag for the generic word model. N-gram word
uage model treats UNK just like any other word in the lexicon.
ing decoding, at the end of every word hypothesis, we allow
sitions into generic word model UNK, and within the generic
d model UNK, the recognizer switches to the monophone lan-
e model and considers the phoneme set as the active lexicon.
module output is then used in the following algorithms.

1. Dynamic Fusion (DF)

is method, we assign dynamic weights to phoneme-based and
d-based retrieval scores for each utterance. First, we calculate

OV detection/misrecognition probability (e.g., probability of
ng OOV-word or misrecognition in the utterance), and use this
ability to decide when/how much to employ subword-based
eval in addition to word based retrieval. For example, when
earch for OOV words in a given set of utterances/documents,

employ subword based retrieval more in utterances where it
ore likely to have an OOV word. To calculate the prob-

ity of having OOV-word or misrecognition in a given utter-
/document, we take the ratio of the number of occurences of
eneric word UNK over the total number of words in the utter-
assuming that OOV/misrecognition detection module is per-
ing at a reasonable level.

2. Hybrid Fusion (HF)

is approach, we perform retrieval through hybrid recognition
ces generated by OOV detection module. The motivation be-

this algorithm can be explained with the following example.
n the query word is OOV word, it is not the best approach

earch for the query word in a monophone-only lattice since
neme-based search is not discriminative enough to yield the de-

performance. This will increase the recall rate but will have a
tive impact on precision. In this method, we search for OOV

ds in parts of the lattice where the hybrid recognizer generates
ophone sequences assuming that those parts of the lattice will
espond to in vocabulary words. In other words, OOV words
being searched in a smaller document space which is assumed
orrespond to misrecognized words. For the case of searching
ocabulary query words, we can use this algorithm in a fusion
me whenever we want to back-off to subword-based retrieval

., for a small number of returned hits using word-based re-
al).
QUERY
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Figure 1: An overview of proposed algorithms employing subword and word based retrieval systems.



3. Experimental Results
We evaluated our proposed algorithms in two different tasks. First,
we used a proper name retrieval task in the Spanish Broadcast
News (Spn-BN) corpus. Second, we used spoken document re-
trieval task in National Gallery of Spoken Word (NGSW) histori-
cal speech archive [1].

3.1. Spanish Broadcast News

In this task, we used Latin-American Spanish (LAS) as the target
language, and focused on proper name retrieval within a broad-
cast news domain. It is important to note that sufficient resources
clearly exist for Spanish based ASR development. While other
languages (e.g., Dari, Pashto, Somalian, etc.) are possible, we
selected Spanish to be able to intentionally limit the available
resources to see what performance can be achieved as further
data/resources are available. In other words, using a language such
as LAS allows us to select the tier level of resources. In our exper-
iments, we intentionally restrict the following resources: lexicon
coverage in spoken documents as well as in query words. We de-
note OOV rate in spoken documents and OOV rate in queries as
OOVdoc and OOVquery respectively.

We trained microphone-speech models (Spn-Mic) and
broadcast-news models (Spn-BN) from Latino40 corpus [10] and
Spanish Broadcast News speech corpus [10]. We applied a boot-
strapping approach to train microphone speech models for Spanish
by using English microphone models via a phone mapping dur-
ing initial alignment, and then iteratively perform alignment and
training steps with updated Spanish acoustic models as explained
in [8]. Next, Spanish microphone models (Spn-Mic) are used to
initially align the Spanish Broadcast News speech corpus, and then
train Spanish Broadcast News models (Spn-BN) using 20 hours of
speech corpus. Speech corpus used during retrieval experiments
was kept seperate.

Different lexicons were created for evaluation purposes:
L45K , L50K , L51K . L45K was obtained from Callhome Span-
ish lexicon [10], and L50K was created with an additional most
frequently occuring 5K words from Spn-BN corpus. L51K was
created to contain all query words that are used in retrieval ex-
periments. OOVdoc and OOVquery values for these lexicons are
shown in the Table 1. N-gram (N=3) language models at the mono-
phone and word level were trained using Spanish Newswire Text
corpus [10] consisting of 5 Million words. Bigram and trigrams
occuring less than 4 times are pruned during N-gram counting.
Sentences having high OOV rates (in our experiments sentences
with more than 40% OOV rate) are also discarded in our language
model training to prevent spelling errors, as well as high unigram
probability for generic word UNK.

L45K L50K L51K

OOVdoc 3.80% 1.15% 0.98%

OOVquery 100% 100% 0.00%

Table 1: OOVdoc and OOVquery for different Spanish lexicons
used in proper name retrieval experiments.

During recognition, we apply single-class MLLR adaptation.
We report recognition results in terms of PER (Phone Error Rate),
and SSF-WER (Stemmed and Stop-word-filtered WER) as illus-
trated in Table 2. Rather than WER results, to be consistent with
our retrieval engine, here we report SSF-WER since our word-
based retrieval engine, MG, removes stop words and applies Porter
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ming to the resulting transcripts, which is very common in
retrieval applications. We report recognition performance in
s of oracle performance for different N-best sizes since we
orm lattice-based search during retrieval.

N = 1 N = 20 N = 100 N = 500
(a) 24.39 22.10 19.64 17.46

(b) L45K 33.03 30.45 28.72 28.20
(b) L50K 29.58 26.62 25.23 23.91

(b) L51K 29.31 25.92 24.82 23.65

e 2: Oracle error rates of (a) monophone and (b) word based
in Spn-BN corpus.

Number of Documents 5000
Average Length of Documents 9 seconds

Average # of Words per. Documents 11 words

Number of Queries 100
Average Length of Queries 6 phonemes

Number of Relevant Documents 100
Average Relevant Documents per. Query 1 doc

le 3: Description of document and query sets in Spanish BN.

Table 3 describes the spoken document and query sets used
ur evaluation. The test queries were designed to simulate a

n item retrieval task. For each query, there is only one docu-
t considered relevant for the purposes of this evaluation. While
r documents may have some relevance to the query, only the
ment it was designed to retrieve was scored as a correct re-
al. To reflect the nature of this task, we used Inverse Average
rse Rank (IAIR) as a performance criteria. One characteristic
e IAIR is that it rewards correct documents near the top more
documents in the middle or towards the end of the rankings:

IAIR =
1

P
i=1 rank−1

i

re ranki is the rank of document i.

Baseline Dynamic Fusion Hybrid Fusion

L45K 1.69 1.53 1.48

L50K 1.69 1.49 1.45

L51K 1.68 1.48 1.45

e 4: Inverse average inverse rank (IAIR) for proper name re-
al task within Spn-BN domain for different lexicons.

Proper name retrieval results are shown in Table 4. Proposed
ods (DF approach and HF approach) perform better than the
line system employing fusion approach with fixed weights.
ther observation is that for changing lexicon sizes, proposed
ods yield more robust and consistent performance than the
line. In other words, when lexicons with better coverage are
, baseline system peformance does not change much (e.g.,

K ). On the other hand, the proposed methods benefit from bet-
exicon coverages. This is mostly due to the fact that employ-
lexicons with better coverages does not guarantee less errorful

word transcripts, especially when less frequent words are un-
consideration as in our case where we try to retrieve proper
es.



3.2. National Gallery of Spoken Word

Here, we perform experiments to evaluate our proposed retrieval
algorithms in an English speech corpus called National Gallery
of the Spoken Word (NGSW) containing spoken word collections
spanning the 20th century with as much as 60,000 hours of audio
archives. Using English Broadcast News corpus (Hub4’96), we
trained F-condition specific acoustic models as well as an acous-
tic model via multi-style training. To initially evaluate recogni-
tion performance, 3.8 hours of sample audio data from the past 6
decades in NGSW is used as the test data.

Number of Documents 956
Average Length of Documents 14 seconds

Average # of Words per. Documents 30 words

Number of Queries 25
Average Length of Queries 4.6 words

Number of Relevant Documents 324
Average Relevant Documents per. Query 13 docs

Table 5: Description of document and query sets in NGSW corpus.

N = 1 N = 20 N = 100 N = 500
PER 29.19 26.12 22.95 21.16

SSF-WER 49.32 47.21 45.47 43.29

Table 6: Oracle error rates of monophone and word based ASR in
NGSW corpus (PER and SSF-WER respectively).

To ensure sufficient documents from the perspective of IR, the
transcript from each recognition segment is treated as a single doc-
ument. Table 5 describes the spoken document and query sets used
in our evaluation. The 25 test queries were designed by an inde-
pendent human researcher, based on human transcripts of this test
collection, and human relevance assessments were made based on
the audio content of the corresponding segments. In Table 6 shows
recognition performance of the system in terms of PER and SSF-
WER for changing N-best sizes. Table 7 shows retrieval results in
terms of average precision. It is seen that the proposed algorithms
perform slightly better than the baseline system. Performance im-
provement obtained in this task for DF approach retrieval algo-
rithm is not as substantial as the improvement obtained in Spanish
proper name retrieval task. This is partly because the document
lengths are longer in this setup making DF approach less effective.
On the other hand, HF approach yields absolute performance im-
provement of 1.4% over baseline system. These results show that
the HF approach is more robust to changes in document length
than the DF approach is.

Word-based-only Baseline DF HF

Avg. Prec. 39.42 40.84 40.52 42.27

Table 7: Average Precision values for SDR experiments in NGSW.

4. Discussion and Future Work
In our proper name retrieval task, we focused mostly on OOV
word retrieval rather than misrecognized word retrieval. Although
different lexicons are employed during recognition, two different
OOVquery values (either 0 or 100) were used. In the future, we
will evaluate the current system within a wider range of OOVdoc
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OOVquery values. In our experiments we have used an OOV
d detection module which is a preliminary system. In the fu-
, we will consider using different parameter settings, and ob-
e the effect of OOV detection on the retrieval performance. We
also focus on exploring ways to obtain more homogeneous lat-
portions to benefit from Hybrid Fusion. In other words, within
hybrid lattice, the word hypothesis and subword hypothesis

ld be kept separate. Query expansion method will be inte-
ed into the current experimental setup. Rather than comparing
with proposed approaches, we will consider the additional im-
ement obtained using QE on top of current system.

5. Conclusions
is study, we focused on audio indexing and retrieval having
d resources (e.g., lexicon coverage, acoustic model accuracy,
. We proposed two methods to obtain more robust retrieval
ormance for systems employing recognition systems operat-
at changing performance levels due to tiered structure. The
algorithm, Dynamic Fusion (DF), employed a hybrid recog-
r to calculate OOV-and-misrecognition-detection probabilities
ssign dynamic weights to each subsystem (subword and word
d retrieval). In the second algorithm, Hybrid Fusion (HF), we
hybrid lattices, and performed searches through these lattices.

erimental results showed that both DF and HF approaches per-
better than the baseline system employing traditonal fusion

ods with fixed fusion weights in both proper name retrieval
spoken document retrieval tasks.
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