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Abstract
In this paper, we present an annotation scheme for disfluencies.
Unlike previous schemes, this scheme allows complex disfluen-
cies with multiple backtracking points to be annotated, which are
common in stuttered speech. The scheme specifies each disfluency
in terms of word-level annotations, thus making the scheme use-
ful for building sophisticated language models of disfluencies. As
determining the annotation codes is quite difficult, we have devel-
oped a pen and paper procedure in which the annotator lines up the
words into rows and columns, from which it is straight-forward for
the annotator to determine the annotation tags.
Index Terms:: disfluencies, stuttered speech, annotation scheme

1. Introduction
In conversational speech, disfluencies are very common [4].
Hence, it is important to build disfluency modeling into speech
recognizers. Modeling disfluencies is also important for dealing
with the speech of people who stutter, both for determining what
they are saying for spoken language applications, but also, as part
of future automatic stuttering assessment tools.

To deal with the wide range of disfluencies of both people who
do not stutter and of those who do, we need an annotation scheme
that can capture the full variety of disfluencies. The scheme also
needs to capture what is happening at the word level, so that so-
phisticated language models can be built. Finally, the scheme
should allow all types of disfluencies to be annotated in a con-
sistent and parsimonious way.

In this paper, we present a scheme that covers multi-iteration
repetitions, revisions, editing terms, and starters, as well as any
complex clustering of these. A problem with the scheme is that
it is difficult to determine the word-level annotations. Therefore,
we present a pen-and-paper method in which annotators line up
the transcribed words into rows and columns. From this depiction,
it is easy to determine the appropriate annotation tags. We start
with simple repetitions, and then add revisions, editing terms, and
starters.

2. Related Research
Repair Structure: There has been extensive research analyzing
disfluencies in the speech of non-stutterers. The most common dis-
fluencies studied are revisions and single-iteration repetitions. In a
scheme that has been used by a number of researchers [1, 2, 3, 4],
disfluencies are decomposed into 4 parts: (1) a reparandum, which
is the speech that is replaced by other speech; (2) an interrup-
tion point, which is the time when the reparandum ends; (3) op-
tional editing terms, such as “um” and “let’s see”; and (4) an alter-
ation, which is the replacement for the reparandum, as illustrated
in Fig. 1. Removing both the reparandum and the editing terms
gives the speaker’s intended utterance. This approach identifies all
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e words involved in a disfluency, and the role that each plays.
ever, this approach does not address how to annotate clustered
uencies or multi-iteration repetitions, which are very common
uttered speech [5, 6, 7].

can go t-
︸ ︷︷ ︸

reparandum
↑
ip

um let’s see
︸ ︷︷ ︸

editing terms

can travel to
︸ ︷︷ ︸

alteration

the store

Figure 1: Four parts of repetitions and revisions
tematic Disfluency Analysis: An instrument proposed for as-
ing the severity of stuttering is Systematic Disfluency Analysis
A; [8]). With this approach, the user annotates each disfluency
a tag for the type of the disfluency. For example, the code I in-

tes an interjection (similar to the editing term of Fig. 1), Rsy3

cates a syllable repetition with 3 iterations, and PV indicates a
ongation accompanied by “visible tension”. For clustered dis-
ncies, SDA uses a compound annotation, joined together with
. These codes are placed above the transcribed words that are
lved. An example of an annotation of a compound disfluency
own in Fig. 2 (from [8]). A problem with SDA is that it does

capture word-level effects. For the example in Fig. 2, it is not
ible to determine automatically that the first “g-”, third “g-”,
“garage” are involved in the first sound repetition; that the sec-
“g-” and “going” are involved in the second sound repetition;
that “he is going to the” is the first phrase repetition; and that

the” is the second phrase repetition.

[Rs2 + Rp + Rs + Rp]
is going to the g- he is g- going to the g- to the garage

Figure 2: SDA annotation of a clustered disfluency
AT: Bernstein Ratner, Rooney and MacWhinney (1996) ex-
ed the CHAT annotation scheme, so that disfluencies typical
tuttered speech can be annotated. Their goal of keeping the
nsion compatible with the existing CHAT codes and CHAT
ty programs (for calculating mean utterance length, etc.) re-
ed in different conventions for each type of repetition. For ex-
le, the following utterance with a word repetition, “that’s that’s
’s interesting”, is transcribed and annotated as “that’s(/2) inter-
g”, where (/2) indicates 2 iterations of “that’s”. The phrase
tition, “I’m going to I’m going to study later”, is annotated as
going to I’m+going+to@pr study later”. The lack of regu-

y in coding different types of disfluencies will make it difficult
xtract regularities from them. Furthermore, it is not clear how
tered disfluencies can be annotated in this scheme.
iberg ’94: Shriberg developed an annotation scheme for
lapping disfluencies [10]. Two disfluencies overlap if their
randum and/or alterations have some words in common.
berg assumes that overlapping disfluencies can individually be
ten using the approach of Fig. 1, with reparandum and alter-
n nested in each other, in a recursive fashion. To annotate a
uency, she uses square brackets to enclose the reparandum and
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alteration of each repair and a period to mark the interruption point.
For example, the utterance, “a total of of total of seven hours”, is
annotated as “a [total [of . of] . total of] seven hours”, where “[of
. of]” is the inner repair, and “[total of . total of]” is the outer
repair. Note that the outer repair uses the alteration of the inner
repair, but not the reparandum. A problem with this approach is
that some overlapping disfluencies, which Shriberg terms partially
chained structures, run contrary to her nesting assumption. For
these disfluencies, Shriberg forces one disfluency to be the “em-
bedded disfluency” and uses an ad hoc operator to annotate them.
The use of this operator will likely not only be confusing to anno-
tators, but will lead to difficulties in developing a language model
that captures the true regularities of overlapping disfluencies.

3. Basics of the Annotation Scheme
In previous studies of disfluencies of non-stutterers, we extended
the repair-structure approach so that not only revisions and single-
iteration repetitions can be annotated, but also overlaps of them
[11]. For overlapping disfluencies, we focused on annotating the
reparandum, interruption point and editing terms, but not the al-
teration. Each time the interruption point of a disfluency is en-
countered (starting from the beginning of the audio signal), the
annotator determines how far the speaker is backtracking in their
speech. This gives the reparandum of the disfluency. The words in
the reparandum are not available to be used in the reparandum of
subsequent disfluencies, but reparanda of subsequent disfluencies
can backtrack to include words that precede the reparanda of pre-
vious disfluencies. To illustrate, consider the utterance “a total of
of total of seven hours”, which has 2 repetition disfluencies. The
first disfluency is the repetition “of”. Fig. 3 shows the utterance
with the first disfluency’s reparandum denoted by an arrow show-
ing how far back the speaker backtracked. The second disfluency
is the repetition of “total of”. As the first instance of “of” is part of
the first disfluency’s reparandum, it cannot be used in the reparan-
dum of the second. Hence, the reparandum of the second is the
first instance of “total” and the second instance of “of”, as shown
in Fig. 4. This way of annotating reparanda is similar to what is
done in DialogueView [12].

a total of
� 1

of total of seven hours

Figure 3: First disfluency marked

a total of
� 1

of
�

2
total of seven hours

Figure 4: Both disfluencies marked

a total of of total of seven hours
〈r2〉 〈r1〉 〈r2〉

Figure 5: Word-level annotations
The reparandum markings illustrated in Fig. 4 can be turned

into word-level annotations: we use the symbol 〈r i〉 to mark each
word of the reparandum of disfluency i. The resulting annotations
are shown in Fig. 5. Note that the reparandum of the first disflu-
ency is embedded inside the reparandum of the second disfluency.

Now consider the utterance “a total of total of s- of seven
hours”. The disfluencies in this example (“total of total of’ and
“of s- of seven”) partially overlap, which causes difficulties for
Shriberg’s annotation scheme. However, as illustrated in Fig. 6,
these disfluencies do not pose a difficulty for our scheme as we do
not require the reparandum and alteration of disfluencies to nest
inside each other.
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total of
1

total of s-
� 2

of seven hours
〈r1〉 〈r1〉 〈r2〉 〈r2〉

Figure 6: Partial overlap

4. Vertical Alignment Method
overlapping disfluencies, it can be difficult for annotators to
rmine which words belong to which disfluency’s reparandum.
ce, we developed a vertical-alignment method to simplify this
[13], which consists of 4 steps.
1: Format all of the words as a single line of text. Then, after
interruption point (and its optional editing term), start a new

. The result of this step is shown in Fig. 7 for the utterance “a
l of of total of seven hours”.

otal of

tal of seven hours

Figure 7: Start a new line at backtracking points

2: Vertically align words from different lines that the speaker
as replacements for one another. Fig. 8 shows the result: the

stances of “of” and 2 instances of “total” are aligned.

total of
of

total of seven hours

Figure 8: Vertically align words

3: Determine how far back the speaker backtracked in start-
each line. Fig. 9 shows the result: the speaker backtracked over
3rd column to start the second line, and backtracked over the
and 3rd column to start the third line.

total of
� 1

of
2

total of seven hours

Figure 9: Mark extent of reparanda

4: Determine which words belong to which reparandum of
backtracking: a word belongs to the first backtracking be-

h it. The result, shown in Fig. 10, is the same word annotations
ig. 5. The first instance of “total” belongs to the second back-
king, as the first backtracking does not extend beneath it, while
second one does. The final version of the speech can be read

the bottom word in each column of the vertical alignment,
so is “a total of seven hours”.

total of
�

1〈r2〉 〈r1〉

of
2〈r2〉

total of seven hours

Figure 10: Annotate words with disfluency indices

Applying the Vertical Alignment Method

urther illustrate how the vertical alignment method simplifies
annotation process, consider the example from Fig. 6. In the
step, we format the words so that a new line is started after
interruption point: after “of” and “s-”. In the second step, we

n the two instances of “total” and “of”, and the instance of “s-”
“seven”, as shown in Fig. 11. In the third step, we draw the
w for the first backtracking so that it spans the second and third
mns as the second line starts at the second column; and draw



the arrow for the second backtracking so that it spans the third
and fourth columns. In the fourth step, we mark the first instance
of “total” and “of” as belonging to the first backtracking, and the
second instance of “of” and only instance of “s-” as belonging to
the second. The resulting tags are identical to those in Fig. 6.

a total of
�

1〈r1〉 〈r1〉

total of s-
�

2〈r2〉 〈r2〉

of seven hours

Figure 11: Annotating partial overlap

The scheme can be easily applied to multi-iteration repeti-
tions and clusters of such disfluencies in stuttered speech [13].
For multi-iteration repetitions, each repetition is associated with
a separate backtracking point, as shown in Fig. 12. Here, the first
reparandum is the first instance of “can”, and the second reparan-
dum is of the second instance of “can”.

you can
�

1〈r1〉

can
�

2〈r2〉

can go to the store

Figure 12: Multi-iteration Word Repetition

The stuttering literature distinguishes between sound, word,
and phrase repetitions. The utterance “it c- it c- it can have moun-
tains or be flat” has a clustered disfluency consisting of a sound and
word repetition, in which the speaker says the word and sound, and
then repeats them twice. We annotate this clustered disfluency as
having 2 backtrackings (and reparanda), which each contain both
a word and sound repetition. Fig. 13 shows the vertical alignment
for this example. As the example illustrates, the reparanda of our
annotation scheme sometimes combine elements from what are
viewed as multiple disfluencies in the stuttering literature.

it c-
�

1〈r1〉 〈r1〉

it c-
�

2〈r2〉 〈r2〉

it can have mountains or be flat

Figure 13: Word & Sound Repetition

5. Additional Disfluencies
Revisions: A revision is where a speaker backtracks, but does not
strictly repeat what was just said, but modifies it. In Fig. 14, the
speaker replaced “back in the water” with “back into the water”. In
our annotation scheme, we mark each word of the the reparandum
with the code ‘〈ri〉’, where i is the index for this backtracking. In
the vertical alignment method, we format the utterance so that a
new line is started after the reparandum, and vertically align the
words so that words that are replacements for others are in the
same columns. Hence, the two instances of “back”, “the”, and
“water” are in the same columns, as are “in” and “into”.

put me back in the water
�

1〈r1〉 〈r1〉 〈r1〉 〈r1〉

back into the water said the fish

Figure 14: Revision with word replacement

A speaker might insert or omit words in the revision, as shown
in Fig. 15. In the example in Fig. 15, the revision includes the
inserted word “of”. As there is no corresponding word “of” in the
original speech, we put a dash in the column above “of”. Similarly,
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your pictures are — small weak an-
�

1〈r1〉 〈r1〉 〈r1〉 〈r1〉

are of small — animals

Figure 15: Omitted & inserted words

revision omitted the word “weak”. Hence, we put a dash in the
mn under the word “weak”.
The omitted and inserted words captured in the vertical align-
t method require additional codes in our annotation scheme.
use the code ‘〈ax〉’ to anchor two words that should be in the
e column, where a unique x is used for the words in each col-
that need to be anchored. For the disfluency in Fig. 15, the

instances of “small” are given a common anchor, and the in-
ce of “an-” and “animals” are also given a common anchor.
the other column alignments can be inferred.

ting Terms: Editing terms, as shown in Fig. 1, commonly oc-
after the interruption point of revisions and single-iteration rep-
ons. In our scheme, they are given a code of ‘〈i〉’, as they are
rred to as interjections in the stuttering literature. If they imme-
ely follow a reparandum, they are associated with the reparan-
’s backtracking. In the vertical alignment method, the editing
s are formatted on the same line as its associated reparandum,
displayed in bold, as illustrated in Fig. 16. The editing term
ean” is associated with the reparandum “a raindrop” marked
index 1. In this example, there are two more backtrackings,
with reparandum “a” and neither with an editing term.

raindrop
1

I mean
〈r1〉 〈i〉 〈i〉

2

3

rainbow happens when light divides into many colors

Figure 16: Editing term associated with a reparandum

Editing terms can also occur on their own in what are called
rt repairs [1] or abridged repairs [4]. In this case, the edit-
term does not have an associated reparandum. In the verti-
alignment method, we still view it as causing a backtracking:
r the editing term, a new line is started with the subsequent
ds immediately lined up with the beginning of the editing term.
17 gives an example. The first backtracking has the editing
“um”, but with no reparandum. Hence, the next line is for-

ted so that it starts directly underneath the editing term. Note
this example has a second backtracking, with reparandum “she
only fooling”, with index 2. Note that no correspondence is
med between the editing term “um” and the two instances of

ly” that also appear in the same column.

e knew she was
�

1
um

〈r2〉 〈r2〉 〈i〉

only fooling
�

2〈r2〉 〈r2〉

she was only fooling herself

Figure 17: Editing term separate from reparandum

ters: People who stutter sometimes use starter words.
ters are similar to editing terms in that they are not part of
t the speaker is trying to communicate. The difference is that
ters are used to help (re)start phonation. Hence, starters typi-
y lead, without pause, into the following word. A typical starter
nd”.
Just as with editing terms, starters might occur by themselves,
e associated with a reparandum. When it occurs by itself, it
notated as ‘〈si〉’ where i is a unique disfluency index. In the



vertical alignment method, such a starter is viewed as causing a
backtracking. The starter is formatted in italics on a new line, so
that the end of the starter is lined up with the end of the preceding
line, as shown in Fig. 18. The reason the starter is on the follow-
ing line, rather than the preceding line as with editing terms, is to
capture that the starter is being used to (re)start phonation.

it seems like
�

1

and you have no army or soldiers
〈s1〉

Figure 18: Starter without an associated reparandum
When a starter occurs immediately before the alteration of a

reparandum, it is associated with that reparandum’s backtracking.
In this case the starter is annotated with ‘〈si〉’, where i is the same
index as is given to the words in the reparandum. In the vertical
alignment method, the starter is formatted so that it immediately
precedes the alteration, as shown in Fig. 19.

after sunset they c-
�

1〈r1〉 〈r1〉

and they come out to look for food
〈s1〉

Figure 19: Starter with an associated reparandum
Complex patterns of backtracking involving starters can occur,

as shown in Fig. 20. In particular, this example shows two starters
occurring right after each other. Because starters are attempts to
(re)start phonation, an immediate repetition of a starter represents
an unsuccessful attempt to (re)start phonation; hence the starters
are viewed as separate backtrackings, each with its own index.

some people say there’s a
�

1〈r3〉 〈r1〉

and
�

2〈s1〉

and a
�

3〈s2〉 〈r3〉

and there’s
�

4〈r4〉

there’s a pot of gold at the end

Figure 20: Starter occuring at the backtracking

6. Aligning the transcription with the story
Speech samples for diagnosing stuttering are sometimes collected
by having the person read a story. In these cases, it is useful to re-
late the transcribed words to the words of the story that the speaker
was supposed to read, in order to capture reading errors. To accom-
plish this, we use the vertical alignment method, in which the last
row is the story text, as illustrated in Fig. 21. From the alignment,
we see that the speaker had two reading mistakes, which were not
corrected (and hence are not annotated as a backtracking). The
speaker omitted the word “in” and inserted the word “the”. We
capture the alignment between the transcribed words and the story
words through the use of anchors. Each word of the story is given
a unique anchor in advance. Any time the speaker deviates from
the story text, we anchor the nearby words in the transcription.

but all d-
�

1〈r1〉 〈r1〉 〈r1〉

but all deserts almost all of the water is under the ground

But in all deserts, almost all of the water is under ground .

Figure 21: Transcribed words aligned to the story text

7. Conclusion
In this paper, we presented a scheme for annotating disfluencies,
including complex ones that are common in stuttered speech. The
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otation scheme covers multi-iteration repetitions, revisions,
ters, and editing terms. It also allows the transcribed words
e aligned with the story for read-speech tasks. The scheme re-
s each disfluency to the individual words and sounds that the
ker says, thus allowing precise modeling of disfluencies by an
matic speech recognizer.
For complex disfluencies, determining the annotation tags can
ery difficult. Hence, we developed the vertical alignment

hod, in which the annotator first graphically (with pen and pa-
aligns the words into rows and columns. From this depiction,

annotator then determines the annotation tags. We have also
loped a tool that takes the transcript and the word-level an-
tion tags and produces the vertical alignment, which is useful
for visualizing the disfluencies and for double-checking the

otation tags. In future work, we plan to simplify the annotation
ess: the annotator will use a graphical computer tool to align

words into rows and columns, and then the computer tool will
matically assign the annotation tags.
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