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ABSTRACT
This study examines methods for recognizing different

classes of phones from accented speech based on voice on-

set time (VOT). These methods are tested on data from the

Tball corpus of Los Angeles-area elementary school chil-

dren [1]. The methods proposed and tested are: 1) to train

models based on standard English VOT contrasts and then

extract the VOT characteristics of the phones by measuring

the duration of phone-level and sub-phone-level alignments,

2) to train phone models with explicit aspiration, and 3) to

train different models for different phoneme classes of VOT

times. Error rates of 23-53% for different phone classes are

reported for the first method, 5-57% for the second method,

and 0-36% for the third. The results show that different

methods work better on different phone classes. We inter-

pret these results in relation to past research on VOT, explain

possible uses for these findings, and propose directions for

future research.

Index Terms: recognition of speech variation, pronuncia-

tion variation, voice onset time.

1 Introduction

Voice Onset Time (VOT) is defined as the length of time be-

tween the release of closure of a stop and the onset of voic-

ing [2]. Stop consonants are produced with a closure of the

vocal tract at a specific place which is known as the place of

articulation. In English, the stop classes of /p,b/, /t,d/, and

/k,g/ are produced at the labial (lips), alveolar (gum ridge),

and velar (soft palate) places of articulation, respectively.

During the closure, there is a build up of sub-laryngeal pres-

sure. When the closure is released, there is a transient burst

of air, then some frication due to turbulence at the place of

articulation, and possibly aspiration noise from turbulence

caused by the glottis being in an open or spread position

[3]. Voicing may begin before, at the moment of, or af-

ter the release of closure. When the start of voicing comes

after the release of closure, the VOT has a positive value,

when the start of voicing is coincident with the release of

closure VOT is zero, and when the start of voicing precedes

the release of closure (i.e., there is a voicing bar during the
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ure) for a stop, the VOT takes on a negative value (the

ance from the release backward to the beginning of the

ing bar).

VOT is an important characteristic of stop consonants

plays a large role in perceptual discrimination of

nemes of the same place of articulation [4]. It is also at

in word segmentation, stress related phenomena, and

ectal and accented variations in speech patterns, [5, 6].

example, in American English, voiceless stops have a

VOT with aspiration when at the beginning of a word

when in a simple onset of a stressed syllable, but have

orter, unaspirated VOT when embedded in consonant

ters or when in an onset of an unstressed syllable.

For most languages, within a given place of articulation

s are differentiated by their laryngeal setting and its

ng with respect to oral closure. In particular, voice on-

times and aspiration are common contrastive laryngeal

ures. Within a given language, these can be represented

the features voiced/voiceless or aspirated/unaspirated.

ever, when distinguishing the phones of different lan-

ges, it is necessary to consider voicing as a continuum

esented by VOT.

In our research, this point is illustrated by comparing

stop sequences of English and Spanish. In English the

ses of voiced and voiceless stops correspond to stops

near zero VOT (voicing beginning at the same time that

ure is released) and stops with a positive VOT of 50-80

(a delay in the onset of voicing with respect to release of

ure) and aspiration [2]. In Spanish however, the classes

oiced and voiceless stops correspond to stops that have

gative VOT of -40 ms (voicing begins 40 ms before the

ure is released) and stops that have near zero VOT [5].

s, the class of voiced stops in English bears similarity to

class of voiceless stops in Spanish with respect to VOT.

othetically, in the case of accented speech these sounds

be mispronounced. In this study, we examine methods

utomatic speech recognition that may be used to detect

e differences.

This work is part of the TBall project [1], which aims to

d standards-based assessment of early literacy in diverse
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student populations. In building such a system to accept

or reject an example of a child’s read speech [7], we must

consider variations that may occur due to children’s speech

with possibly a non-native accent [8].

2 Data
The data used in this study comes from the Tball corpus [1].

This corpus contains speech from children of ages 5-8 be-

ing tested on oral reading skills. The children come from a

variety of different language backgrounds, the majority of

whom are native Spanish speakers learning English (69%).

A subset of 5740 single word utterances were used. These

utterances were transcribed with an enhanced set of phone

symbols that detailed pronunciation variations and which

could be mapped to the CMU dictionary pronunciation sym-

bols. The added symbols included dental versions of alveo-

lar stops, unaspirated voiceless stops, prevoiced stops (i.e.,

negative VOT), lispy /s/, and a trill, among others [1]. These

additional symbols were intended to capture speech tenden-

cies of our target population, namely children who may have

accented speech.

Although the additional phones provided more informa-

tion on variant pronunciations, they also created sparseness

issues for training. However, this problem was partially re-

lieved by not requiring absolute transcriber agreement and

by merging confusable phone pairs (e.g., the symbols for a

short VOT /t/ and a dental /t/ were merged). The problem

of sparsity prevented using a baseline approach of simply

training phone models for discriminating the different vari-

ant phone classes, but the enhanced transcriptions provided

enough examples to evaluate our methods of distinguishing

the variant phone classes.

3 Method
To differentiate pronunciation variations of stop classes we

focused on distinguishing long VOT aspirated voiceless

stops /ph, th, kh/ (the standard English pronunciation) from

short VOT stops /p, t, k/ (accented variants) in word initial

position. We used hidden Markov model (HMM) based

approaches for these classification experiments. These

experiments were carried out using the Cambridge Hidden

Markov Toolkit (HTK). In addition to these different

approaches, the effect of frame rate in parameterizing the

speech waveform was analyzed to see if a higher resolution

improved the classification accuracy. Besides these settings,

the other HMM parameters stayed the same. The phone

models were 3-state HMMs with 4 mixtures for each of the

39 features. These features were the energy and 12 cepstral

coefficients, and the delta and acceleration figures for each.

The training data included 5686 utterances. Examples of

short VOT phone variants included instances that were

transcribed as such, or ones that occurred after a word

initial /s/ or before an unstressed syllable. The training data

was bootstrapped with 275 manually aligned utterances.

The
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test data included 800 utterances.

We tested three different methods. The baseline method

involved measuring the duration of the stop and using

information to determine a threshold that would sepa-

the long VOT stop from the short VOT stop. A slight

rovement of this baseline was to examine the duration

he third (final) HMM state instead of the whole phone

el (1b). A second approach we tried was to explicitly

ude aspiration as an HMM state (2). The third method

we tested was to train separate models for each phone

ant and then use the likelihood of each model to select

best one.

The intuition behind method (1a) is simply that a stop

a long VOT will have a longer recognized duration

one with a short VOT. To test this, phone-level forced

nments were used to measure the duration of the phone

nterest. The transcription symbols for phone variants

e collapsed to the standard English transcription sym-

and the durations of these phones were measured. Dif-

nt thresholds were tested to determine the best cut in

rating the original long and short VOT stop classes (see

re 1).

A slight improvement of this baseline approach was to

sure the duration of individual states from the HMM

ne model (method 1b). This refined the baseline method

focusing on states of the model that correspond to the

on between the release of closure and the onset of voic-

Manual analysis of the forced alignments and plots of

duration distribution of the different HMM states con-

ed that the third state corresponded best to the amount

OT of a given phone.

Another approach that we tested was to explicitly in-

e aspiration in the transcriptions when training the rec-

izer (2). To do this we inserted the /h/ phoneme in

transcriptions that contained aspirated stops. Word ini-

y this insertion depended on the enhanced transcriptions

word internally the aspiration symbol was inserted if

stop was located in the onset of a stressed syllable and

in a consonant cluster. The dictionaries were expanded

nclude both the presence and absence of the aspiration

bol. The dictionary entries were used to decode the ap-

riate words of the test data. If the recognizer output

tained the aspiration symbol after the first stop, then the

e stops were considered to be long VOT stops.

The final method (3) that we tested was to use the forced

nments to segment the test speech waveforms so that

the stop consonants of interest were left. With the

rate classes, long and short VOT models were trained

each phone. Then the segmented clips were evaluated

the trained models and the likelihood of both long and

rt VOT stops were compared with respect to each other.

ichever had the higher probability determined the clas-

ation of each phone.



To evaluate the results of classifying the voiceless stop

phones into either the common pronunciation (long VOT) or

the accented pronunciation (short VOT), we measured the

error rate for each class separately. This was necessary be-

cause there were much fewer instances of the non-standard

pronunciations. Had a total error rate been used, error rates

as low as 5% could be attained by simply classifying every

phone as one of the long VOT class.

When using thresholds in methods (1a) and (1b), the

point of equal error rate for both classes (when the error rate

measurement for each class is equal) was used. We used this

because adjusting the threshold in either direction tilted the

error rate to one class or the other. This point represents

giving the performance of each class equal weight.

4 Results
The baseline results of using a threshold on phone duration

to detect short VOT pronunciation variants can be seen in

figure 1.
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Fig. 1. Baseline method, showing the trade-offs in setting

using different thresholds. The results can be seen as % er-

ror for classification or rate of false positives and negatives

in detecting the accented form).
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s is equal) for /k/ is 29% and for /t/ is 23%, but for /p/ it

5%. This can be seen as reflecting the observation that

T times tend to be longer for articulations that are more

terior as a general tendency across languages [9], (i.e.,

VOT of k>t>p).

Using the duration of the third (final) HMM state dura-

gave better results than the baseline for /p/ and /t/ (19%

20%) but worse for /k/ (48%). Other combinations of

es produced results similar to or worse than the base-

. The shapes of the graphs for this method were similar

e previous method, but even steeper. The precision of

rmining the threshold seemed to be limited by the 10 ms

e rate of the speech recognizer front-end, but retraining

recognizer at higher frame rates did not improve the re-

s.

Using an aspiration HMM gave good performance for

cting short VOT variants of /p/ and /t/ (5% and 11% er-

respectively), but gave worse results for the short VOT

57%). For detecting the long VOT /k/ this method per-

ed well (17% error), but not for long VOT /p/ and /t/

and 38% error, respectively). This could be due to

/k/ in Spanish being more aspirated and having a longer

T, making it more similar to the English /k/.

Using the method of comparing model probabilities

e good results for all the phone classes except for the

rt VOT /p/ (36% error). Because of the few instances

hort VOT, the same phones used in the training were

in the testing, so these results could indicate over-fit

els. The poor performance of the /p/ could be due to

fact that bilabial stops tend to have less frication noise

eneral, which may be a salient factor in the the HMM

els for the /t/ and /k/.

The results are summarized in the following table 1.
Results Summary (Percent Error)

/p/ /t/ /k/

acc’d nat. acc’d nat. acc’d nat.

gnment

ration 55% 23% 29%

odel)

gnment

ration 19% 20% 48%

rd state)

piration

odel 5% 36% 11% 38% 57% 17%

odel

ob. 36% 4% 0% 5% 0% 6%

mparison

le 1. Results summary of different stops and VOT char-

ristics: accented–short VOT (acc’d) and native–long

T (nat.). The top 2 rows use thresholds set at an equal

r rate (as can be seen in figure 1 where the lines cross).



5 Discussion

One of the benefits of using a duration-based thresholding

approach is that it can be done with forced alignment, so

it can be seen as a by product of the recognizer. However,

this assumes that the word is correctly recognized, which

is not always the case, especially when dealing with non-

standard pronunciation. Another problem is that the frame

rates used in parameterizing speech for recognition do not

provide adequate resolution when comparing phone dura-

tions (or sub-phone states).

The method of using an inserted aspiration model was

easily implementable by modifying the label files and dic-

tionary. It circumvented the problem of sparse data by us-

ing the fact that stops in some contexts are similar to the

non-standard phone variants and by using the /h/ phoneme,

which was trained in other contexts as well.

The method of using likelihood ratios is an approach

that works within the framework of HMMs by having sep-

arate models for each phone variant. The drawback of this

approach is that it is often the case that there may be too few

instances of a variant pronunciation to adequately train sep-

arate models for each phone. The results reported for this

method may be too optimistic because the limited amount

of data required testing on the training data.

In general, the results show that different methods used

work better for certain phones but worse for others. This is

most likely due to the fact that the stops of different places

of articulation have different VOT characteristics.

One step for future work would be to set up an inter-

transcriber agreement task that focuses on VOT, since tran-

scriber agreement figures may be too general to assess the

ability to discriminate these particular phonetic variations,

as in [4]. Moreover, it would be desirable to relate the VOT

characteristics with subjective measures of accentedness in

naive and expert listeners.

Knowledge of VOT characteristics could be useful in

many speech processing tasks. In a pronunciation assess-

ment task like [7], the VOT characteristics of stops may

be one feature used in a more comprehensive system that

also relies on other recognized features. Knowledge about

a speaker’s language background could also be used as an

indicator to trigger certain phonetic rules that apply to reg-

ular patterns in other aspects of pronunciation variation [8],

resulting in models that better fit the speaker.

VOT differences may also be seen as an individual

speaker’s variation, or as a stress-related phenomenon,

so potentials exist to make use of VOT distinctions for

speaker recognition and prosodic information extraction.

Additionally, it may be that VOT also has developmental

factors, with children hypothetically having more variation

than adults due to articulator timing and coordination

issues, as well as psycholinguistic issues such as the notion

of a critical period for language learning.
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Conclusion
his study several ways of classifying stop phones based

VOT characteristics were examined. Using durations

forced alignments resulted in a performance of 20-

error rates, depending on whether the duration mea-

d was the whole phone model or the third HMM state.

ng an explicit model of aspiration, low error rates were

ieved for detecting short VOT variants of /p/ and /t/ as

l as the long VOT (standard) variant of /k/. The method

omparing the model probabilities of the short and long

T classes produced good results in all of the cases except

short VOT /p/.
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