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Abstract

We explore speaker-specific prosodic modeling for dialog act seg-
mentation of speech from the ICSI Meeting Corpus. We ask
whether features beyond pauses help individual speakers, and
whether some speakers benefit from prosody models trained on
only their speech. We find positive results for both questions, al-
though the second is more complex. Feature analysis reveals that
duration is the most used feature type, followed by pause and pitch
features. Results also suggest a difference between native and
nonnative speakers in feature usage patterns. We conclude that
features beyond pauses are useful for dialog act segmentation in
natural conversation, and that for some speakers, speaker-specific
training yields further gains.
Index Terms: prosody, dialog act segmentation, meetings.

1. Introduction
An area of growing interest in the spoken language technology
community is the automatic processing of multi-party meetings.
Important tasks in this domain include automatic meeting brows-
ing, summarization, information extraction and retrieval, and ma-
chine translation [1, 2]. Approaches to these tasks are typically
based on natural language processing techniques that are trained
on formatted input, such as text. But the output of a meeting rec-
ognizer is an unstructured stream of words. The goal of this paper
is to segment the speech from each talker into meaningful units
such as sentences or, as in our case, dialog acts (DAs). Unlike pre-
vious work, we explore both features beyond pauses, and speaker-
specific modeling of prosody for this task.

We define the segmentation task as a two-way classification
problem, in which we must label each inter-word boundary, as
either a within-unit boundary, or a boundary between DAs. For
example, in the utterance “yes we should be done by noon”, there
are two dialog acts: “yes” (an answer), and “we should be done by
noon” (a statement). Each ends in a segmentation boundary.

Previous efforts in sentence and DA segmentation have studied
the role of both lexical and prosodic features for data from news
broadcasts and from spontaneous telephone conversations [3, 4, 5,
6, 7, 8]. Work on multi-party meetings has been more recent, and
has generally examined the use of prosody for segmentation using
only pause information [9, 10, 11]. An exception is [12], which
showed overall improvements to a speaker-independent prosody
model by using prosodic features beyond pauses.

In this paper we take a closer look at prosodic modeling for
segmentation by looking at individual speakers. In many meet-
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applications, the speaker is known and recorded on a sepa-
channel. This presents the opportunity for adapting models
e individual talker. Speaker adaptation in the cepstral domain
idely used in automatic speech recognition, but much less is
n about speaker-specific variation in prosodic patterns, be-
basic f0 normalization. Studies in speech synthesis and au-

atic speaker recognition have used prosodic variation success-
, but to our knowledge modeling stylistic prosodic variability
entence boundary recognition has to date been mentioned only
dotally in the literature [3, 13, 14].
We ask two main questions about speaker variation in prosodic
king of sentence boundaries, using 20 speakers from the ICSI
ting corpus. First, we ask whether individual speakers benefit

modeling more than simply pause information. Second, we
ore whether speakers differ enough from an overall (speaker-
pendent) model of prosody to benefit from a model trained on
their speech. Given the much smaller amount of data avail-
for training speaker-specific models, we expect that most talk-
re best described by the larger speaker-independent model. If
e speakers do show a win from speaker-dependent modeling,
ever, despite the much smaller amount of data, this would sug-
interesting areas for further research on prosodic adaptation.

2. Method
Data and experimental setup

ICSI meeting corpus [15] contains approximately 72 hours
ultichannel conversational speech data and associated human

scripts. This corpus was manually annotated for DAs [16].
In order to focus on the aspect of the speaker-dependent
odic characteristics, and to use the DA boundaries marked by
an labelers, we use forced alignment of human transcripts in
work. Similarly, to avoid confounds with independent issues
r-field speech recognition, we used audio from close-talking
ophones.
We selected the top 20 speakers in terms of total words. The
lting set contains 17 males and 3 females; 12 speakers are na-
English speakers and 8 are nonnative speakers. Each speaker’s
was split into a training set (∼70% of data) and a test set

0%), with the caveat that a speaker’s recording in any partic-
meeting appeared in only one of the sets. Because of data

seness, we did not use a separate development set, but rather
knifed the test set (one half of the test data was used for tuning
hts for the second half, and vice versa). The total training set

speaker-independent models (comprising training portions of
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the 20 analyzed speakers, as well as all data from 62 other less-
frequent speakers) contained 567k words. Data set sizes for indi-
vidual speakers are shown in Table 1. We use the official corpus
speaker IDs. The first letter of the ID denotes the sex of the speaker
(“f” or “m”); the second letter indicates whether the speaker is a
native (“e”) or nonnative (“n”) speaker of English.

2.2. Prosodic features

We originally developed a database of 270 prosodic features (in-
spired by [3, 17]) that capture pause, pitch, duration, and energy
information associated with each word boundary. Features were
extracted directly from the automatically aligned speech signal.
After initial experiments, we chose a subset of 32 features that
proved useful in related work on the same data.

Pause features consist of the pause duration after the current,
the previous, and the following word. Duration features include
phone-normalized durations of vowels, final rhymes, and words;
normalization statistics were generated from the entire database.
We did not use raw duration features, since although they aid per-
formance, they correlate with lexical features that should be mod-
eled in a language model. Certain frequent DAs (esp. backchan-
nels) have small set of words, so raw durations may capture those
words rather than prosody. Pitch features include the minimum,
maximum, and mean values of f0, f0 slopes, and the differences
and ratios of values across word boundaries. Pitch features are ex-
tracted from both the raw f0 values and from an f0 contour stylized
by a piece-wise linear function. Energy features were represented
by the maximal, minimal, and mean frame-level RMS values, us-
ing both raw and per-channel normalized values.

2.3. Classifiers

As in past work on segmentation, we used decision tree classifiers
as a prosody model, since they handle features with undefined val-
ues, are easy to interpret, and yield good results. However, since
DA boundaries occur only at approximately 16% of all the word
boundaries in our corpus, we need a way to cope with the problem
of data skew. One solution is to train classifiers on data down-
sampled to equal class priors. To take advantage of all available
data, we apply ensemble sampling instead of simple downsam-
pling. Ensemble sampling is performed by randomly splitting the
majority class into int(N ) nonoverlapping subsets, where N is the
ratio between the number of samples in the majority and the mi-
nority classes. Each subset is then joined with all the minority
class samples to form int(N ) balanced sets to train classifiers. It is
also advantageous to employ bagging [18], which decreases classi-
fier variance by averaging results obtained by multiple classifiers.
For bagging, multiple classifiers are trained from different datasets
sampled with replacement from the original training set. We used
a combination of these two methods, referred to as ensemble bag-
ging [19]. When applying the classifiers on (the imbalanced) test
data, we adjust the resulting posteriors to take into account the
original class priors.

3. Experimental results and discussion
We measure model performance using a “boundary error rate” [3]:

E =
I + M

NW

[%] (1)

where I denotes the number of false DA boundary insertions, M

the number of misses, and NW the number of words in the test set.
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Pause-only vs. richer set of prosodic features

first problem we investigate is whether there is any gain from
g a richer set of prosodic features rather than pause informa-
alone, for a speaker-independent model as applied to specific
kers. Table 1 shows the results using two different prosodic
re sets (pause only versus all prosodic features) for each
ker. The speakers displayed in the table are sorted according
e total number of words they have in the corpus. As shown,

richer prosodic feature set (SI-All) yields a significantly bet-
erformance than the pause-only model (SI-Pau), for 19 of the
peakers. The relative error rate reduction is also provided,
cating that differences across speakers on this measure, inter-
gly, do not appear to be correlated with the amount of train-

data. They may thus reflect differences in speaking styles, al-
gh other factors such as robustness of feature extraction or
uction of different rates of DA types, may also play a role.
Because of space limitations, we present detailed results for

the speaker-independent models. Using speaker-specific
els, the rich prosodic feature sets achieved better performance
7 speakers, while for 3 speakers (me003, me025, and fn002),

pause-only model performed better. The particular boundary
r rates may be found in the column “SD-Pau” in Table 1 and
e column “SD” in Table 2, respectively.

Speaker-independent vs. speaker-dependent models

second problem we investigate is whether some speakers may
fit from speaker-dependent training, despite significantly less
for SD than for SI models. Table 2 compares performance of
D, and interpolated (SI+SD) models using the rich prosodic
re sets. We interpolate posterior probabilities of the two mod-
sing

P (X) = λPSI(X) + (1 − λ)PSD(X) (2)

re PSI(X) denotes the speaker-independent and PSD(X)
ker-dependent posterior, and λ is a weighting factor estimated
g the jackknife approach as described in Section 2.1.
We also present chance performance – the error rate achieved
lassifying every word boundary into the class with the highest
r probability (which is “no DA boundary” in our case). Chance
ormance reflects a speaker’s relative rate of various DA types.
instance, a high chance error rate typically correlates with a
ker who produces many short DAs, such as backchannels. To
le comparison of results across speakers we report the rela-
error reduction (RER) with respect to chance error for the best
el of each speaker. We also show the percentage of the data
for training SD models relative to the data available for train-

the SI model (DP).
Results in Table 2 indicate that the SD model is better than
SI model for 4 of the 10 most frequent speakers, and for 5 of
20 speakers. The SD or SI+SD model is better than the SI
el for 5 of 10 and for 7 of 20 speakers. We used a Sign test
statistical significance measurement. Four speakers (me011,
07, fe016, mn005) had results significant at p <= .05 or bet-
one speaker (fn002) was significant at p <= .10. Although
some speakers show these improvements (while many others
poor results from SD modeling), the finding is important.

speaker shows significantly improved results using a model
ed on far less data than the SI model, this suggests that the
ker’s prosodic marking of DA boundaries differs from that of



INTERSPEECH 2006 - ICSLP
the SI model. That many speakers do not benefit from SD model-
ing is consistent with their being well described by the SI model.
That is, there are most likely some consistent ways that people be-
have prosodically, but for some speakers who deviate from these
norms, speaker-dependent modeling can be of value.

The interpolation weights λ differ across speakers. As ex-
pected, the improved speakers have on average relatively lower
weights for SI model. In contrast, there are some speakers who
have λ = 1, and thus do not use the SD information for inter-
polation at all. Note that it is possible for the SI+SD to perform
worse than the SI model, because weights are estimated on fairly
small amounts of data that are separate from the data on which the
model is tested. It is also interesting that the reduction with re-
spect to chance error varies widely across speakers (from 19.4 to
67.7%), but in a manner uncorrelated with training set size.

Figure 1 displays relative feature usage statistics for those
speakers for whom there is an improvement using the SD model.
Feature usage [3] reflects the number of times a feature is queried
in a tree, weighted by the number of samples it affects at each node.
Total feature usage within a tree sums to 1; results here are based
on averaging results over multiple trees. We grouped the prosodic
features into five nonoverlapping groups: pause at the boundary
in question, duration, pitch, energy, and “near pause” (describing
pauses associated with the previous and the following word bound-
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ositions). We compare the SD feature usage distribution with
I distribution, for native speakers (top graph of the figure) and
ative speakers (bottom graph).

The two natives show very similar usage to each other and to
I model. However, as we saw earlier, SD models improve
results significantly. This suggests that even when general
re usage patterns for a talker are similar to those of the SI
el, specific features and/or feature thresholds may still be bet-
odeled by training on the specific speaker. Given only two
e speakers showing improvements here; it is likely that not all
e speakers show the same pattern, but this is a question for
er research on a larger data set.

Feature usage for nonnative speakers, on the other hand, looks
different. Speakers differ from each other, as well as from the
ttern. Although more research is needed before drawing con-
ons, this finding is nevertheless consistent with stylistic dif-
ces between nonnative speakers and an overall SI model, in

odic marking of DA boundaries. Obvious next question would
hether improvement depends on native language, proficiency
nglish, or degree of perceived accent. Our sample of nonna-
speakers is too small to examine these questions, however, we
ote that of three native German speakers, all highly proficient
glish, one speaker improved from individual modeling while

others did not. Of three Spanish speakers, all moderately pro-
Table 1: DA classification performance (error rate in %) of various models for each speaker, along with the data set size. ID=speaker ID,
# Train and # Test denote the number of words in the training and test sets for each speaker, SI-Pau and SD-Pau indicate speaker-
independent and speaker-dependent models using only pause information, SI-All is the speaker-independent model using all the prosodic
features, and RER denotes relative boundary error rate reduction by SI-All with respect to SI-Pau.

ID # Train # Test SD-Pau SI-Pau SI-All RER ID # Train # Test SD-Pau SI-Pau SI-All RER

me013 115.2k 51.2k 9.20 8.93 8.36 6.29 mn052 10.7k 3.8k 8.96 8.93 8.29 7.17
me011 50.6k 24.8l 7.27 7.47 6.61 11.50 mn021 9.6k 4.1k 9.97 8.23 8.01 2.64
fe008 50.6k 22.6k 9.08 8.92 8.53 4.37 me003 9.3k 3.6k 6.43 6.18 5.83 5.79
fe016 32.0k 15.4k 10.30 10.15 9.62 5.18 mn005 7.7k 3.1k 7.73 8.74 7.73 11.57

mn015 31.9k 14.7k 9.23 8.69 7.99 8.06 me045 8.1k 2.4k 7.99 7.95 7.20 9.37
me018 31.8k 14.7k 8.44 8.30 7.74 6.72 me025 7.7k 2.4k 8.78 8.74 8.32 4.85
me010 26.1k 12.6k 9.25 9.25 8.30 10.21 me006 6.9k 1.5k 11.18 10.72 9.86 7.98
mn007 27.2k 10.1k 10.84 11.53 10.71 7.10 me026 5.2k 2.5k 9.47 7.94 7.94 0.00
mn017 21.0k 7.1k 8.55 8.67 8.03 7.35 me012 5.3k 2.1k 9.18 8.85 8.66 2.11
mn082 13.3k 4.2k 10.17 9.76 9.00 7.82 fn002 5.9k 1.5k 10.19 11.26 9.79 13.09

Table 2: Comparison of performance of SI, SD, and SI+SD models [E %]. DP stands for the percentage of the training data available for
training the SD model (relative to the SI model), CER is the chance error rate, λs are interpolation weights (corresponding to SI) estimated
on jackknifed test data, and RER is the relative error rate reduction with respect to CER; IDs of speakers whose SD or SI+SD outperformed
the SI model are shown in boldface, as is the best result for each speaker, * indicates that the improvement is significant by a Sign test.

ID DP CER SI SD SI+SD λs RER ID DP CER SI SD SI+SD λs RER

me013 20.3 13.66 8.36 8.47 8.39 1.0,0.9 38.8 mn052 1.9 16.53 8.29 8.64 8.32 0.8,0.8 49.8
me011* 8.9 16.09 6.61 6.60 6.41 0.5,0.5 60.2 mn021 1.7 13.06 8.01 9.27 8.08 0.9,0.8 38.6
fe008 8.9 13.79 8.53 8.55 8.55 0.7,0.9 38.1 me003 1.6 13.36 5.83 6.57 5.83 1.0,1.0 56.4
fe016* 5.6 14.54 9.62 9.55 9.52 0.7,0.7 34.5 mn005* 1.4 12.99 7.73 7.15 7.18 0.0,0.1 45.0
mn015 5.6 14.41 7.99 8.47 7.96 0.8,0.8 44.8 me045 1.4 22.31 7.20 7.62 7.29 0.8,0.7 67.7
me018 5.6 17.22 7.74 8.09 7.74 1.0,1.0 55.0 me025 1.4 18.07 8.32 8.95 8.32 1.0,1.0 54.0
me010 4.6 14.11 8.30 8.20 8.30 0.6,0.5 41.9 me006 1.2 19.46 9.86 10.65 9.99 0.8,1.0 49.3

mn007* 4.8 20.52 10.71 10.47 10.19 0.6,0.4 50.3 me026 0.9 11.28 7.94 8.99 7.94 1.0,1.0 29.6
mn017 3.7 15.05 8.03 8.06 8.03 1.0,1.0 46.7 me012 0.9 16.21 8.66 8.76 8.66 1.0,1.0 46.6
mn082 2.3 11.17 9.00 9.62 9.02 0.8,1.0 19.4 fn002 1.0 19.71 9.79 10.52 9.32 0.7,0.7 52.7
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Figure 1: Relative usage of groups of prosodic features for na-
tive (top) and nonnative (bottom) speakers who improved using
SD information

ficient, two improved and one did not.
Overall, duration is the most used feature group, followed by

pause and pitch features. As shown, there is rather limited use
of energy features, possibly because of issues in normalization
(for channel effects), although channel-based normalization was
attempted as described earlier. The “near pause” group, which can
reflect both nearby hesitation but also short DAs (such as one-word
backchannels), is used quite rarely overall as well.

4. Conclusions
We investigated speaker-specific prosodic modeling for DA seg-
mentation in meetings, and found that overall, prosodic features
beyond pause provide significant benefit over the pause-only fea-
tures used in previous work. We further found that for about
30% of the speakers studied, interpolating the large, speaker-
independent prosodic model with a much smaller prosodic model
trained only on that talker’s speech yielded improvements. Feature
analysis, while preliminary given the number of speakers, suggests
that nonnative speakers may differ from native speakers in overall
feature usage patterns associated with DA boundaries.

An important question for future work is to explore what fac-
tors predict whether speaker-dependent modeling will benefit a
particular speaker, since it did not benefit all speakers. The ab-
solute amount of data did not appear to be a predictor in our exper-
iments, although data is certainly necessary for robustness. Ad-
ditional areas for further research include examination of results
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g both prosodic and language models, development of other
tation methods, and exploration of the clustering of speakers
lar in behavior, for greater model robustness.
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