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ABSTRACT 

In this paper we introduce a Phone Vector Discrete HMM 
(PVDHMM) that decodes a phone recognizer’s output. The 
proposed PVDHMM treats a phone recognizer as a vector 
quantizer whose codebook size is equal to the size of its 
phone set. To examine the proposed method we perform two 
experiments. First, the output of a phone recognizer is 
recognized by the PVDHMM, and its results are compared 
with those of a continuous speech recognizer (CSR). Second, 
to investigate its potential application in the field of open-
vocabulary spoken document retrieval, a retrieval experiment 
through word spotting is carried out on the output of a phone 
recognizer, and its results are compared with those of retrieval 
through the phone-based vector space model.  
Index Terms: acoustic modeling, PVDHMM, phone 
sequence recognition. 

1. INTRODUCTION

Recently, stimulated by the increase of multimedia data, a 
number of studies on the spoken document retrieval (SDR) 
have been done in order to develop how to search in the stored 
data for speech data which are related to the query. The SDR 
is to retrieve multimedia information contents by means of 
speech recognition and information retrieval techniques. 

There are several approaches to SDR. One of them is the 
conventional text retrieval that uses keyword transcriptions of 
spoken documents that are obtained through keyword 
spotting technique. Another one is the text retrieval that uses 
word transcriptions that are obtained through large 
vocabulary continuous speech recognition (LVCSR) system. 
These two approaches have problems in that keywords or 
vocabulary should be known in advance for indexing spoken 
documents. However, out-of-vocabulary (OOV) words may 
be deleted or replaced during speech recognition. 
Furthermore, more significant problems arise when query 
words are OOV. Thus, researchers have studied on how to 
use phone sequences generated through speech recognizers to 
avoid the problem of OOV in word-based approaches [1,2,3]. 
Researchers have also tried to use Probabilistic String 
Matching (PSM) [1], phone n-grams [2], or phone confusion 
probability [3] to overcome the problem of errors due to low 
recognition rate since recognition rates of phone recognizers 
are low in general.  

If certain ways are found in which the results of the 
phone recognizer including its errors can be decoded, one 
could use them to complement a word-based approach. With 
this goal in mind, we introduce a Phone Vector Discrete 
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MM (PVDHMM) to decode the results of the phone 
ecognizer. The proposed PVDHMM treats the phone 
ecognizer as a vector quantizer whose codebook size is 
qual to the number of phones, and it uses discrete feature 
ectors generated from the results of the phone recognizer. 
n this paper we use Korean as the language for 
xperiments.

This paper is organized as follows. In Section 2, we 
escribe the text corpus and speech corpus that are used 
or the experiments in this paper. In Section 3, we describe 
he CSR that is used for comparing the performances of 
VDHMM and the phone recognizer used for training 
VDHMM. In Section 4, we describe PVDHMM and its 

raining and testing procedures. In Section 5, we describe 
he results of the experiments. Finally, in Section 6 we 
ome to the conclusion.  

2. TEXT AND SPEECH CORPORA 

.1 Text corpora (KSR-2002-TN) [4] 

or the language model we have used this text corpus 
hich was created by the Speech/Language Technology 
esearch Department of the Electronics and 
elecommunications Research Institute (ETRI). The 
orpus is the collection of 20M words or 1.4M sentences 
rom the texts of Korean daily newspapers from January 1, 
000 to December 31, 2000.  

.2 Speech corpora [5] 

.1.1 Speech database for Korean dictation (Dict01)  

his is a speech corpus created and distributed by the 
peech Information Technology and Industry Promotion 
enter (SiTEC) in Korea. It is the collection of speech of 
00 speakers (about 105 sentences per speaker). 20,833 
entences composed of highly frequent 10K words 
elected from a text corpus of 40M words were used for 
rompts. The speech data was recorded through the 
ndrea ANC 750 microphone. In this paper, the speech 
ata of 360 speakers (66.95 hours) from this corpus is used 
or training acoustic models, and the speech data of 40 
peakers (7.87 hours) is used for testing. 

.1.2 Speech database for Korean address (Addr01) 

his is a speech corpus created and distributed by the 
iTEC to develop the location based service system such 
s the navigation system. Prompts contain 2,110 phrases 

September 17-21, Pittsburgh, Pennsylvania



such as addresses, names of apartments, and buildings. The
speech data of 300 speakers (about 140 phrases per speaker)
was recorded through the Labtec Axis-301 microphone. This
is used for testing the performance of the proposed model 
through word spotting on the phone sequences in the retrieval
task. Data which contains 4 sets of 2,110 phrases read by 60
speakers (5.98 hours) is used for testing.

3. PHONE AND WORD RECOGNIZERS

3.1 Phone set

The phone set consists of 46 phones (including silence and
short pause). The plosives in the Korean syllable final are
modeled differently from those in the syllable initial to
distinguish them.

3.2 Acoustic models

Two versions of acoustic model - context independent (CI)
and context dependent (CD) models - were created. The
speech data of 360 speakers from Dict01 was used for 
training. The CI model has 128 mixtures per state, and the
CD model is the cross-word triphone which has 16 mixtures
per state. HTK [6] was used for training and testing. The
parameter used for acoustic models was “MFCC_E_D_N_Z” 
and the number of coefficients was 25.

3.3 Language models

We created a phone 2-gram language model for phone 
recognizer and a 2-gram language model for highly frequent
10K words for CSR by using KSR-2002-TN. We used the
CMU-Cambridge Statistical Language Modeling toolkit [7]
for language modeling.

3.4 Phone recognizers and a CSR

We created two versions of the phone recognizer: CIPHONE
using the CI acoustic model and CDPHONE using the CD
acoustic model. Performance of each phone recognizer for
the Dict01 test set is shown in Table 1 below. In order to
compare the performances of PVDHMM in the CSR task, we
created a CSR system – CSR10K – that used the CD model
for the acoustic model and highly frequent 10K words from 
the corpus KSR-2002-TN for the vocabulary.

Table 1: Performance of each phone recognizer for
the Dict01 test set when its beam width is 100. 

Model Phone
Corr. (%)

Phone
Acc. (%) 

Realtime
factor

CIPHONE 72.55 69.46 0.34

CDPHONE 83.06 80.10 1.01
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4. PHONE VECTOR DHMM 

.1 PVDHMM

VDHMM is a DHMM that treats a phone recognizer as a
ector quantizer whose codebook size is equal to the size
f its phone set. Discrete feature vectors are created for
raining and testing the PVDHMM by using phone symbol
equences which are produced by the phone recognizer. 
wo problems should be solved in order to convert phone 
ymbol sequences into discrete feature vectors. First, 
hone symbol sequences should be converted into VQ 
ndices. We solve this problem simply by obtaining the
ndex of each phone symbol from the sorted phone list.
econd, what is more crucial, the problem should be 
olved that the length of generated discrete feature vectors 
ecomes shorter than the number of the states of the
VDHMM. We solve this problem by obtaining the

nformation on the time alignment of each phone at the
tage of training and repeating VQ indices as many times
s the number of frames. In case of the lack of information
n the time alignment in the phone sequences, we solve 
he problem by using the mean frame length information
n each phone obtained in the training procedure. Figure 1 
elow shows the process by which discrete feature vectors 
re generated from the phone sequence “A B C” in case of 
he lack of time information, on the assumption that the
ndex of ‘A’ is 1 on the sorted phone list and the mean 
ength of the phone is 4 frames. 

Figure 1: An example of conversion from a phone
sequence to discrete feature vectors in case of the

lack of information on phone length.

.2 Training and testing procedures

he following procedures are followed to train the
VDHMM.

A. Reference phone labels are created from speech
data for training. Reference labels are obtained
from the forced alignment by a speech
recognizer or by manual labeling.

B. Phone transcriptions with time information for
training data are obtained by using a phone
recognizer.

C. Discrete feature vectors are created from the
phone transcriptions. At this point, the mean
frame length of each phone is calculated to
parameterize phone sequences without time 
information.

D. The PVDHMM is trained with the created 
discrete feature vectors. The procedure by



which the PVDHMM is trained is the same as for
a conventional DHMM.

The procedures for training the PVDHMM are
diagrammed in Figure 2. 

Figure 2: Training procedure for PVDHMM.

To test PVDHMM, phone sequences are converted into
feature vectors by using the mean frame length information
on each phone which is obtained during the process of
training, and created feature vectors are recognized by the
trained PVDHMM.

5. EXPERIMENTAL RESULTS

5.1 CSR task

To verity the effect of the performance of phone recognizer, 
we trained two versions of PVDHMM acoustic model through 
the training procedure described above: the one is trained on 
phone sequences generated from the CIPHONE phone 
recognizer which uses monophone acoustic model having 128
mixtures per state, and the other is trained on phone sequences
generated from the CDPHONE phone recognizer which uses 
crossword triphone acoustic model having 16 mixtures per 
state. Performances of both phone recognizers (CIPHONE, 
CDPHONE) for Dict01 test set were shown in Table 1. To
generate phone sequences to train PVDHMMs, phone
recognition experiments were performed on the Dict01 
training set which was used to train each phone recognizer
itself, and PVDHMMs were trained with the 1-best phone 
recognition results. Two versions of PVDHMM are both CI 
models with 45 phone set excluding short pauses from
recognition results of each phone recognizer.

We created two versions of phone sequence recognizer
(PSR): PSR10K_CIPHONE which uses PVDHMM acoustic
model trained on phone sequences generated from phone 
recognizer CIPHONE, and PSR10K_CDPHONE which uses
PVDHMM acoustic model trained on phone sequences
generated from phone recognizer CDPHONE. For the
language model of both PSRs, we used the same language
model as for the CSR10K -- 2-gram language model for
highly frequent 10K words. Both were tested with phone
sequences without time information which each phone
recognizer produced from Dict01 test set. Performances of
PSR10K_CIPHONE and PSR10K_CDPHONE as compared
with CSR10K are shown in Figure 3. 

We can see that the performance of the phone recognizer
used for training the PVDHMM can affect that of the PSR,
seeing that the performance of the PSR10K_CDPHONE is
better than that of the PSR10K_CIPHONE. Although
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SR10K_CDPHONE uses CI acoustic models, it does not 
how much difference in word accuracy from the CSR10K,
nd when the beam width is 75, its word accuracy is better
7.07%) than CSR10K. We can also see that the speed of
SR10K_CDPHONE at the beam width of 75 is 2.3 times 
igher than the speed of CSR10K at the beam width of 100,
hereas word accuracy shows 2.72% decrease. As the
eam width is widened, the CSR10K shows significant 
mprovement in word accuracy, whereas the PSRs show 
ust a little improvement in word accuracy and the speed
f recognition decreases more rapidly than CSR10K. This
uggests that some techniques should be devised to
mprove the speed and performance of PSR. 
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Figure 3: Performances of phone sequence 
recognizers as compared with CSR10K.

.2 Retrieval task using PVDHMM word spotter

o evaluate the potential of SDR using PVDHMM,
etrieval through word spotting is performed by
VDHMM on the output of a phone recognizer, and its 
esults are compared with those of retrieval through the 
onventional phone-based vector space model (VSM) [8],
hich is usually used for SDR. For retrieval experiment on 

he Addr01 test date set, we selected ten queries which 
ere composed of 4 ~ 8 phones. 

VSM creates a space in which both documents and
ueries are presented by vectors. Given a query Q and a
ocument D, two T-dimensional vectors q and d are
enerated, where T is the total number of possible 
ndexing terms. Each component of q and d represents a 
erm frequency. The inner product of q and d is then used
o estimate a measure of similarity between query Q and 
he document D. To combine phone N-grams of different
engths, we used the relevance score in [3] as follows:

3

1
3,2,1 ),(

6
1),(

N
N dqSNdqS  (1)

here SN represents the relevance score obtained with the 
et of N-gram indexing terms.

After recognition was performed by the CIPHONE and
DPHONE on the speech data (a total of 8,247 sentences)
f 60 speakers from Addr01, retrieval performances
VSM_CIPHONE and VSM_CDPHONE) were measured
y obtaining the relevance scores for queries. On the 
ddr01 data set, the phone accuracy of the CIPHONE is



59.62% and that of the CDPHONE is 64.06%. To examine
the upperbound performance of the phone-based VSM, 
retrieval performance (VSM_NOERROR) was measured
with the error-free phone transcriptions of prompting items. 

For retrieval using the proposed model, we composed the
network as in Figure 4 below, and we performed query word
spotting experiment on the recognition results of the
CIPHONE and CDPHONE, using two PVDHMMs trained as
described in subsection 5.1 (PVSPOT_CIPHONE and 
PVSPOT_CDPHONE). Retrieval performance was measured
by using the normalized acoustic score for the query word as 
the relevance score. Normalized acoustic score is the acoustic 
score divided by the duration of the segment. Mean realtime
factor of word spotting tests for each query is 0.01.

We evaluate the retrieval performance by means of
precision, recall, and mean average precision (mAP) as used
in TREC [9]. A perfect retrieval system would result in a
mAP measure of 1. 

… …… …

Figure 4: Query word spotting network using 
PVDHMM.

Recall-Precision Graph of the experimental results is
shown in Figure 5. The mAP measure of VSM_NOERROR 
is 0.95, whereas those of VSM_CIPHONE and 
VSM_CDPHONE are 0.35 and 0.53 respectively. We can see
that deterioration in performance due to the recognition errors
of the phone recognizer is not trivial. The mAP measures of
PVSPOT_CIPHONE and PVSPOT_CDPHONE are 0.67 and 
0.71, showing 62% relative improvement on average in
performance, which indicates that they can be used for
complementing the low performance of the phone recognizer.

6. CONCLUSION

We have introduced the PVDHMM for decoding the 
phone sequences which are the output of the phone
recognizer. Using the proposed model, we performed CSR 
experiment and retrieval experiment through word spotting,
and we compared their results with those of other
conventional models. By using the proposed model, indexing
and retrieval functions for speech data can be performed on a 
well known HMM framework. Further studies on a variety of
other methods may be required in order to improve the
performance of the PVDHMM. Though we used only the 1-
best results of the phone recognizer in the experiments, the
further experiment that uses the N-best results may be 
necessary for improvement as well as the experiment to 
improve the speed by reducing the vector length
appropriately in generating discrete feature vectors from
phone sequences. A hierarchical approach for SDR may be
tried which uses word transcriptions that are obtained through
LVCSR system if query words are in-vocabulary, and which

u
w

T
F
(
D
7

1594

INTERSPEECH 2006 - ICSLP
ses PVDHMM and phone sequences converted from the
ord transcriptions if query words are OOV words.

Figure 5: Retrieval performances of PVDHMM 
spotters, compared with phone-based VSM models.
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