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Abstract 
In this paper, a discriminative method is proposed for speaker 
verification.  An utterance can be mapped into a matrix by 
computing the difference to a codebook, and then expand the 
mapped matrix to a vector as the input of support vector 
machines for speaker verification. The Gaussian mixture model-
based method is also constructed by utilizing its nature. The 
mapped vector indicates the utterance's fitness to the codebook. 
Compared with the derivative operation in the famous fisher 
kernel  the difference operation is used in our method.  
Experiments were run on the YOHO database in the text-
independent case show that the new method is superior to the 
conventional GMM for speaker verification. 
Index Terms: speaker verification, support vector machine, 
Gaussian Mixture Model, Vector Quantization 

1. Introduction 
The support vector machine (SVM) [1] is based on the principle 
of structural risk minimization, and has got more attention in 
many different fields for its superior performance. It has also 
been applied to speaker recognition for the discriminative 
training method compared with the generative models, such as 
Vector Quantization (VQ), Gaussian Mixture Model (GMM).  

The methods using SVMs in speaker verification and 
speaker identification can be divided into frame-based and 
utterance-based. In the former, every frame is scored by the 
SVMs and the decision is made according to the accumulated 
score over the entire utterance [2]. The utterance-based 
approaches map an utterance into a vector as the SVM’s input, 
and the researchers focus on how to construct a better kernel 
dealing with utterances having different lengths, such as fisher 
kernel [3] and dynamic time-alignment kernel [4]. 

We propose a new method which maps an utterance to a 
vector using the difference information to the codebook. And 
the GMM-based method is also constructed in the same way by 
utilizing the nature of the GMM. Compared with the derivative 
operation in the fisher kernel, the difference operation is used in 
our method, which reflects the fitness to the codebook. The 
experiments were run on the YOHO database for text-
independent speaker verification. 

This paper is organized in the following way: In Section 2 
introduces the utterance based kernels in current years. The new 
discriminative method will be described in section 3.  Section 4 
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sents the experimental results on the YOHO database for 
-independent speaker verification. Finally, section 5 is 
oted to the main conclusions and our future work. 

2. Kernels for Utterances 
M [4] is a binary classifier, which implements the structural 
 minimization principle in statistical learning theory by 
eralizing optimal hyper-plane with maximum margin in two 
ses of data. The SVM classifier is constructed from sums of 
rnel function: 
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re sn  is the number of support vectors, si nix ,...,1,
the support vectors obtained from an optimization process, 

sni ,...,1,  are the corresponding targets, and i  are the 
responding  Lagrange multipliers which are found by solving 
quadratic programming problem. K is the kernel function 
ch satisfies the Mercer condition.  
The kernel functions map the original input vector x  into a 

h dimension space of features and then compute a linear 
arating surface in this new feature space. In practice, the use 
ernel function means that an explicit transformation of the 
 into the feature space is not required, which is achieved by 

lacing the value of dot production between two data points in 
input space. The kernel function defines the type of decision 
ace that the machines will build, and the radial basis 
ction (RBF) kernel and the polynomial kernel are used 
erally. 
Recently several kernels for utterances have been proposed 
peaker recognition and speech applications. A well-known 

nel is the fisher kernel made by Jaakkula and Haussler [3], 
ch has been explored for speech recognition in [5] and 
aker recognition in [6]. Denoting )|(xp   is a generative 

del, where  are its parameters, the mapping function is an 
logous quantity to the model's sufficient statistics as 
owing: 

))|(log()( xpxU  (2) 
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Each component of U is a derivative of the log-likelihood 
score for the input vector x with respect to a particular 
parameter. Campbell also propose the sequence kernel derived 
from generalized linear discriminates in [7, 8]. And the 
probabilistic distance kernel [9] is another kernel which is based 
on the symmetric Kullback-Leibler (KL) divergence between 
generative models, such as GMMs. For text depend speaker 
recognition, the dynamic time alignment kernel (DTAK) [4] is 
developed by incorporating the non-linear time alignment into 
the kernel function. And the pair HMM kernel [10] is similar to 
DTAK, but it uses a pair HMM to compute the likelihood 
between two utterances.  

Like them, we will develop a new mapping way to deal with 
the variable length utterances for text-independent speaker 
verification. 

3. New discriminative method 

3.1. VQ-based method 
VQ model [11] provides an effective way to describe the 
personal speech characters, and the decision is made depending 
on the scores (average distortions of whole utterance) from all 
models. It only considers the score, but where the accumulated 
score is from is ignored. So we can map an utterance into a 
fixed-size vector according the score source from the codebook 
in the VQ model, and the accumulated differences on each 
codebook vector are the components of the mapped vector. On 
the other hand, the utterance's fitness to a codebook can been 
indicted in the mapped vector at the dimension-level. 

The utterance, X, is denoted as a sequence of acoustic 
feature vectors },...,{ 1 nxxX , and the vector ix  have d 

components. A codebook },...,{ 1 cncbcbC has been 
gotten on one speaker's training data. 

We map a frame vector ix  to a matrix according to the 

difference to the nearest codebook vector. For ix , we find the 
vector from codebook which has the minimal distance: 

)},({minarg
...1

ji
cnj

cbxdt  (3) 

then map ix to an matrix: 

]m,,[m)M(x cn1i  (4) 

where

else
tkcbx

m ti
k ,0

,
 (5) 

The matrix M has d*cn size, which is same to the codebook. 
Now for the whole utterance X, the mapped matrix is the sum of 
all frames' mapped matrixes: 
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After expanding )(X  to one-dimension simply, a d*cn 
 vector can be got, which is the mapped result for an 
rance X on the codebook C. Also we can get the linear 
nel between )(X  and )(Y  directly: 

d

i

cn

j
ijijlinear YXYXK

1 1
)()(),(  (7) 

The polynomial and RBF kernel can also be constructed in 
same way. 

n
d

i

cn

j
ijijpoly YXYXK )1)()((),(

1 1

 (8) 

2
1 1

2))()((

2
1exp),(

d

i

cn

j
ijij

bf

YX
YX  (9) 

re n is the order of the polynomial and  is the width of 
radial basis function.  
The VQ model accumulates the distortions of the whole 
rance at the frame level, and our method accumulates the 
erences at the vector-dimension level, which is more 
orate.

e the VQ model, the codebook is essential, which can be got 
the k-means, LBG, etc. The mean vectors in the GMM can 
 be used to construct the codebook, and we can drive the 
M-based method. 

. GMM-based method 
M [12, 13] provides a more effective way to describe the 

sonal speech characters, and one of its powerful attributes is 
capability to form smooth approximations to arbitrarily 

ped densities. For a d-dimensional feature vector, x , the 
ture density used for the likelihood function has the 
owing form: 

M

i
ii xpwxp
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The density is a weighted linear combination of M unimodal 
ssian densities, )(xpi , each parameterized by a mean 

1 vector, i , and a dd  covariance matrix, i . The 
ameters of GMM can be estimated using the expectation 
imization (EM) algorithm.  
The experiments show that the combined likelihood for x is 
roximate to the max component likelihood when M is small, 
 the top 5 components are used in the Universal Background 
del (UBM) which has 1024 or 2048 components. 

)(max)|( xpwxp iii
 (11) 



Denote the m is the index of component having max 
likelihood, the log-likelihood score can be expressed as a 
distance function: 
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Both scores in this GMM and VQ are computed according 
to the distance, so we can construct the GMM-based method in 
the same way. Obviously, the mean vectors can be used as the 
codebook directly. And there are two improved sides by 
utilizing the nature of GMM: First, for ix , we can select the 
component from all components in the GMM which has the 
maximal likelihood instead of the nearest Euclidean distance in 
the VQ-based method: 

)}({maxarg
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Secondly, the normalization operation is used to map ix  to 

a matrix ]m,,[m)M(x M1i . Naturally the covariance 
matrixes in the GMM parameters can be used as the 
normalization factors: 
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The matrix M has d*M size and it reflects the weighted 
distance between ix  and its nearest Gaussian component at the 
dimension-level. 

For text independent speaker verification, the fish kernel is 
studied in some literatures and is combined with the GMM in 
general. Like it, our method is also a new way to map utterances 
into vectors and reflect the utterances' fitness to the codebook, 
but there are two merits in theory. First, the base idea in ours is 
more simply which only uses the difference operation instead of 
the derivative operation. Secondly, although the fisher kernel is 
correlative to the generative model, it is not feasible to combine 
with the VQ model because we can't get the parameters 
derivative. Our method is developed from the VQ model, and so 
it is well to combine with both the VQ and GMM. 

4. Experiments 

4.1. Setup 
Our experiments were performed using the YOHO [14] 
database, which consists of 138 speaker prompted to read 
combination lock phrases. Every speaker has four enrollment 
sessions with 24 phrases per session and 10 verify sessions with 
4 phrases per session. The features are derived from the 
waveforms using 12th order MFCC on a 20 millisecond frame 
every 10 milliseconds and deltas computed making up a thirty 
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 dimensional feature vector. Mean removal, preemphasis 
 a hamming window were applied. And energy-based end 
nting eliminated non-speech frames. 
The SVM is constructed to solve the problem of binary 
sification. For the N-class problem, the general method is to 
struct N SVMs. Training SVMs rely on quadratic 
gramming optimizers, and the SMO [15] algorithm was used 
ur experiments.  
The whole database was divided into two parts. The first 

ts of speakers, labeled 101 to 174, were trained respectively 
the same imposters who were labeled 175 to 277. Then the 
et speaker's and the imposters' utterances were been mapped 
ording to the models, and the support vector machines were 
ned using these mapped vectors as the inputs.  
There are some score normalization methods for speaker 

ification, and we use the cohort approach, which uses a set of 
ort speaker who are close to the target speaker. The size of 
cohort in our experiments is 1. 

. GMM order 

 first experiment was run using the GMM with different 
er and GMM/SVMs with the corresponding difference 
rmation. Table 1 shows the Equal Error Rate (EER) and the 
re 1 shows some DET curves 

Table 1: the EER for speaker verification 

EER (%) Model 
8 16 32 64

GMM 13.7 9.2 6.0 4.2 
GMM/SVM 3.0 1.8 1.5 1.3 

GMM+cohort 1.4 0.66 0.36 0.24
MM/SVM+cohort 0.89 0.40 0.17 0.09
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Fig.1. DET plots of the 32 order GMM approach and 
the corresponding GMM/SVM method 



The SVMs were trained using the linear kernel function. It 
could be seen that the GMM/SVM gave a marked improvement 
compared with the same order GMM. After cohort 
normalization, GMM/SVM could get relative reductions of 
36~63% compared with the same order GMM.  

4.3. VQ-based and GMM-based methods 

Table 2 shows the GMM/SVM performance compared with 
the VQ/SVM method.  

Table 2: the EER using the VQ/SVM and the 
GMM/SVM for speaker verification 

EER (%) Model 
8 16 32 64

VQ/SVM 3.6 2.8 2.3 1.8 
GMM/SVM 3.0 1.8 1.5 1.3 

VQ/SVM+cohort 1.8 0.9 0.5 0.36
GMM/SVM+cohort 0.89 0.40 0.17 0.09
We can see that the performance of the GMM/SVM is 

better than the VQ/SVM's clearly. After the cohort 
normalization, the GMM/SVM can get relative reductions of 
51~75% compared with the same order VQ/SVM. 

4.4. Kernel function 

The kernel functions decided the type of decision surfaces and 
the previous experiments were run using the linear kernel 
function. We evaluated the performances of the polynomial 
function and the radial basis function also.  

Table 3 shows the result. According to the GMMs with 32 
Gaussian components, the SVMs were trained using the 
appropriate parameters. Both the polynomial function and the 
radial basis function could improve the performances in some 
measure, and there was no clear difference between them. 

Table 3: the EER with the different kernel functions for 
speaker verification 

EER (%) Kernel type 
No cohort cohort

linear 1.5 0.17 
polynomial (n=2) 1.6 0.13 

rbf ( =50) 1.6 0.13 

5. Conclusion 
A new discriminative method was proposed in this paper 
adopting the difference information to the codebook and the 
GMM-based method was driven by combing the GMM's 
parameters for speaker verification. The base idea is mapping an 
utterance to a fixed-size vector thought computing the 
difference to a codebook.  And the GMM's nature was adopted 
for improving the performance by finding the maximal 
likelihood component and the covariance normalization. The 
experiments on the YOHO database show that our method can 
be superior to the conventional GMM for speaker verification. 
In the future, we will research the high order deviation, and the 
way to combine with the GMM will also be improved by taking 
full advantage of its nature.  
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