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Abstract

A pitch determination method based on AMDF (Average Magni-
tude Difference Function) is proposed in this paper. The AMDF
is often used to determine the pitch parameter in real-time speech
processing applications. Falling trend of AMDF at higher lags,
however, makes the method vulnerable to octave errors (pitch dou-
bling or halving). In this paper, we propose an alignment technique
that effectively eliminates the falling trend by aligning the AMDF
peaks along a straight line. Experimental results on speech sig-
nals spoken by male and female speakers show that the current
method can reduce the occurrence of octave errors in greater num-
bers when compared with other AMDF based functions.
Index Terms: speech processing, pitch determination, AMDF
method, autocorrelation method.

1. Introduction
Pitch determination has manifold applications in speech process-
ing. Accurate pitch estimation has been demonstrated to play an
important role in speech compression, speech synthesis, speech/
speaker recognition and in musical world as well. Numerous
pitch determination algorithms have been reported in the literature
[1, 2, 3, 4, 5, 6, 7].

Autocorrelation based methods [2], in general, exhibit bet-
ter performance in case of noisy speech while average magnitude
difference function (AMDF) [1] based methods are more time-
efficient. The AMDF based methods are thus widely employed
in real-time systems. Octave errors (both lower and upper) are,
however, common in using AMDF based methods. These errors
occur mainly due to the falling trend of the AMDF peaks at higher
lags. For speech signals corrupted with noise, this tendency in-
creases the occurrence of octave errors in a greater degree. The
basic AMDF method is thus followed by a number of improve-
ments such as high resolution AMDF (HRAMDF) [8] and circular
AMDF (CAMDF) [9]. Both the methods are successful to elim-
inate the falling trend in most cases but causes the magnitude at
pitch multiples/ factors (i.e. dips) to be emphasized, which trig-
gers new octave errors. In this paper we propose a modification
to the original AMDF that aligns the peaks along a straight line.
The alignment operation leaves the relative magnitude (i.e. rela-
tive height of the peaks and dips) of the AMDF unchanged and
conquer the falling trend at the same time. The experimental re-
sults show that the aligned AMDF (AAMDF) outperforms both
HRAMDF and CAMDF and reduces the octave errors to a mini-
mum.

The AAMDF can also be effectively used in combination with
the autocorrelation function (ACF) as described in [6], where it is
shown that the characteristics of ACF and the inversed AMDF are
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lar but the noise components of ACF and AMDF are uncor-
ed and behave independently. In noisy environments, these
properties lead to an emphasis of the pitch candidate when the
is combined with the inversed AMDF. Experimental results
that the AAMDF results in a further improvement in pitch

ction when its reciprocal is combined with the ACF.

2. Description of AMDF and Existing
Improvements

short-time AMDF is defined as [1]

D(τ) =
1

N

N−1X

n=0

| x(n) − x(n + τ) | (1)

re x(n) are the samples of speech. For a periodic signal with
od T0, this function is expected to have a strong minimum
n the lag index τ equals T0. The pitch period is, in general,
ated as follows:

T0 = MIN(D(τ)), for τ = τmin to τmax (2)

re the values of τmin and τmax are chosen to cover the ex-
ed pitch-range. In this study, we limit the range for detecting
amental frequencies from 60 Hz to 400 Hz, which is adequate
ypical speech processing.
In (1), the samples past the length N is zero and at higher
less data is involved in the computation of the function D
h causes it to fall off. Furthermore, D is sensitive to noise and
sity variations which influence directly the magnitude of the

cipal minimum as well. The AMDF obtained from a typical
ch waveform is shown in Fig. 1. An estimate of the pitch
od is obtained from the location of principal minimum.
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Figure 1: a) Speech waveform; b) obtained AMDF.

Due to the falling trend of the AMDF peaks as apparent in
1(b), magnitude at pitch multiples (e.g. 2T0) or at pitch fac-
(e.g. T0/2) approaches the magnitude at true pitch location.
ending on the nature of speech segment, magnitude at pitch
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multiples or at pitch factors can be more evident than that at the
true pitch location, thus causing pitch doubling or halving. An ex-
ample of pitch period doubling is shown in Fig. 2, where the min-
imum magnitude is observed at 2T0. To overcome this falling ten-
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Figure 2: Pitch period doubling using AMDF: a) Speech wave-
form; b) obtained AMDF.

dency HRAMDF is employed in speech coding standard LPC.10
[8] which is described as

DH(τ) =

(N/2−τ)/2+N/2X

n=(N/2−τ)/2+1

| x(n) − x(n + τ) | . (3)

Two different speech segments are involved in the computation of
DH . Unlike (1), every lag in (3) is well averaged and the falling
trend is almost alleviated. This avoids some situations of octave
errors. Unfortunately, the modification makes the magnitude at the
locations of other pitch multiples/ factors stronger as well which in
turn introduces some additional octave errors. Fig. 3 shows such a
situation.
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Figure 3: Pitch period doubling using high resolution AMDF. a)
Speech waveform; b) obtained HRAMDF.

Recently, Zhang et al. described CAMDF in [9] which is de-
fined as

DC(τ) =

N−1X

n=0

| x(mod(n + τ, N)) − x(n) | (4)

where mod(n + τ, N) represents the modulo operation, meaning
that n + τ modulo N . The function DC is symmetrical around
τ = N/2, i.e. DC(τ) = DC(N − τ). Pitches are, therefore,
calculated only from τ ∈ [0, N/2], which indicates that a double
sized segment is required for pitch determination. This function
has similar drawbacks as in DH . Particularly, when the segment
is positioned pitch-synchronously (i.e. when the beginning is a
natural continuation from the end) magnitudes at all the pitch mul-
tiples are emphasized that introduces octave errors. This is illus-
trated in Fig. 4.

The speech segment used in Fig. 4 is the same as that in
Fig. 1. The magnitudes at the pitch multiples in Fig. 4(b) are,
however, over emphasized with respect to the same in Fig. 1(b),
which causes pitch period doubling.
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re 4: Pitch period doubling using circular AMDF. a) Speech
eform; b) obtained CAMDF.

3. The Proposed Algorithm
improvements described in the previous section conquer the

ng trend of AMDF by the cost of enhancing the magnitude at
multiples. However, a necessary condition for pitch deter-

ation using AMDF is that magnitude at the successive pitch
tiples be in increasing order (since pitch period is estimated

the location of minimum amplitude) as commonly observed
e AMDF as seen in Fig. 1. A natural solution to the problem
us alleviating the falling trend which will retain the increas-
trend in magnitude at the pitch multiples. Though the AMDF
ined from speech with long pitch period is apparently suitable
itch extraction, it possesses serious drawback for speech with
t pitch period. In this section we propose an alignment tech-
e that aligns the AMDF sequence horizontally while keeping
elative magnitude unchanged. The procedure is illustrated in
5.
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Figure 5: The AMDF alignment process.

The algorithm can be summarized as follows:
alculate the AMDF, D, according to (1).
earch the peaks (i.e. local maxima), m0, m1, m2, .., mk−1 as
in Fig. 5, within [0, τmax].
djust the magnitude of samples from D(m1) to D(m2 − 1)
dding the difference (D(m0) − D(m1)), adjust the samples
D(m2) to D(m3 − 1) by adding (D(m0) − D(m2)), and

n.
etermine the pitch from the aligned AMDF using the principle
).

An assumption of the pitch period (as pointed as T in Fig. 5)
ade by a simple threshold logic which can be computed, for
ple, as 80-90% of the minimum obtained at τ ∈ [21, τmax].

cal maximum is determined at every interval T .



The AAMDF obtained from the AMDF of Figs. 1(b) and
2(b) are shown in Fig. 6(a) and 6(b), respectively. As evident in
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Figure 6: Aligned AMDF. a) obtained from the AMDF in Fig.1(b);
b) obtained from the AMDF in Fig. 2(b).

Fig. 6(b), the alignment operation eliminates the pitch period dou-
bling that occurred using AMDF in Fig. 2(b).

The detail experimental results are presented in Section 4.

4. Experimental Results

The performance of the proposed method is examined on natural
speech spoken by a Japanese male and a female speaker. Speech
materials are two 11 sec long sentences sampled at 10 kHz rate
taken from the database developed by NTT [10].

The reference file is constructed by computing the fundamen-
tal frequencies every 10 ms using a semi-automatic method. Pitch
estimation error is calculated as the difference between the refer-
ence and estimated fundamental frequency. Pitch estimation er-
ror obtained from speech spoken by a female speaker at SNR=∞,
10 dB, and 0 dB are shown in Figs. 7, 8, and 9, respectively. The
same thing is repeated for a male speaker in Figs. 10, 11, and
12. Figures at the left, center, and right panels are obtained us-
ing AMDF, CAMDF, and AAMDF, respectively. Two error pa-
rameters GPE (Gross Pitch Error) and FPE (Fine Pitch Error) are
commonly used as a measure of errors in estimating pitch period.
The possible sources of GPE (usually greater than 10 samples) is
pitch doubling, halving, inadequate suppression of formants as to
affect the estimation, etc.. This is obvious in Figs. 7 through 12
that the number of GPE can be greatly reduced using the AAMDF
method. In almost all the examples the proposed method performs
better than the CAMDF method. The FPE (usually less than 10
samples), on the other hand, is attributed to measurement tech-
niques. The current method is supposed to produce the same FPE
as that of the AMDF method.

As mentioned earlier, weighted autocorrelation method in [6]
has shown its effectiveness in noisy environments. Fig. 13 shows
a further improvement of accuracy when ACF is weighted by the
reciprocal of AAMDF instead of AMDF. The number of GPE in
Fig. 13(b) is almost half the same in Fig. 13(a).

5. Conclusion

Accurate pitch estimation is a tough problem in speech analysis
especially in high-pitched voices. A common problem is that the
estimated pitch is one octave lower or upper than the actual pitch.
The original AMDF method with lower computational complexity,
however, fails to deal with these problems. The proposed method
adheres some extra computations in return of significant reduction
of octave errors even for severely corrupted noisy speech.
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re 13: Pitch estimation error using speech in Fig. 7 after being
upted with white noise at SNR=0 dB. a) when ACF is weighted
versed AMDF; b) when ACF is weighted by inversed AAMDF.
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Figure 7: Pitch estimation error using clean speech spoken by a female speaker.
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Figure 8: Pitch estimation error obtained from speech used in Fig. 7 after being corrupted with white noise at SNR=10 dB.
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Figure 9: Pitch estimation error obtained from speech used in Fig. 7 after being corrupted with white noise at SNR=0 dB.
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Figure 10: Pitch estimation error using clean speech spoken by a male speaker.
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Figure 11: Pitch estimation error obtained from speech used in Fig. 10 after being corrupted with white noise at SNR=10 dB.
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Figure 12: Pitch estimation error obtained from speech used in Fig. 10 after being corrupted with white noise at SNR=0 dB.
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