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Abstract

This paper proposes a novel segment-based speech coding algo-
rithm to efficiently compress the database for concatenative text-
to-speech (TTS) systems. To achieve a high compression ratio and
meet the fundamental requirements of concatenative TTS synthe-
sizers, i.e. partial segment decoding and random access capability,
we adopt a modified analysis-by-synthesis scheme. The spectral
coefficients are quantized by a length-based interpolation method
and excitation signals are modeled with both non-predictive and
predictive approaches. Considering that pitch pulse waveforms of
a specific speaker show low intra-variation, the conventional adap-
tive codebook for pitch prediction is replaced by a speaker depen-
dent pitch-pulse codebook. By applying the proposed algorithm
to a hand-held Korean TTS system, we verify that the proposed
coder provides a compression ratio of about 1/13, a low complex-
ity of around 1.2 WMOPS, and random access capability.
Index Terms: TTS synthesizer, segment-based speech coding,
speaker-dependent pitch pulse codebook, hybrid coding structure

1. Introduction
Modern state-of-the-art text-to-speech (TTS) systems generate
synthesized speech by concatenating phonetically labeled speech
segments [1]. To achieve high quality synthetic speech, those sys-
tems need a large corpus of one speaker. Therefore, an efficient
compression of the speech database can lead to synthesis of high
quality speech, given the limited system memory. The compres-
sion approach is also very efficient for the application of the TTS
systems designed for hand-held devices having limitation on mem-
ory usage. In addition, the decoding process should be realized
with very low complexity to implement it in real-time. Our TTS
system for hand-held devices requires a memory size of around
8.0 MB. Since the size of 8 kHz uncompressed speech database
including segments is about 70 MB and a unit information occu-
pies around 1.5 MB in our TTS system, a compression ratio more
than 1/12 is required. In addition, to implement the TTS synthe-
sizer in real-time it should have a low decoding complexity, e.g.
less than 1.5 WMOPS(weighted million operations per second)[2].
Speech compression algorithms for the TTS applications could be
different from the conventional algorithms used for speech com-
munication systems due to several characteristics of TTS systems
such as random access capability but without requiring tight bound
for encoding complexity.

Vrecken et al. proposed a compression technique for the
database of multi-band resynthesis overlap add (MBROLA) [3]
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hesizer by using several stochastic codebooks [4]. However,
ould have problems related to random access capability be-
e of large amount of error at the beginning of synthesized
ed segments. In [5] a speaker dependent compression tech-
e was proposed considering the fact the database for TTS sys-
is recorded by a single speaker, thus a more flexible design

possible because its encoding complexity could be ideally un-
ted. Assuming that the pitch pulse waveforms of a specific
ker have low intra-variation, a non-predictive coding algo-

with the speaker dependent pitch pulse codebook was em-
ed for random access capability. In addition, to improve the
ng efficiency, a hybrid structure combining non-predictive and
ictive coding methods was proposed.
This paper further enhances the performance in term of qual-
nd complexity by taking new functional modules for spec-
quantization and excitation modeling. Assuming that a sig-
has low spectral variations within a synthesized segment, a
th-based interpolation method is used to efficiently quantize
tral parameters. To improve the coding efficiency by reducing

required bits for non-predictive frames, we propose new cod-
types based on a location of the first pitch pulse. The first pitch
e needed for constructing the memory buffer for the adaptive
book in successive predictive frames is modeled with a newly

gned speaker dependent pitch pulse codebook. For an efficient
quantization in predictive frames, a safety-net method is uti-
.

To evaluate the performance of the proposed algorithm in
s of quality and complexity, we measure the perceptual evalu-
of speech quality (PESQ) scores [6] and WMOPS[2], respec-

y. The experiments confirm that the proposed coder provides
complexity and random access capability. The proposed algo-

is also successfully implemented into a Korean TTS system.

2. Proposed algorithm for TTS synthesis
e a TTS system concatenates phonetically-labeled speech seg-
ts in a random access and partial manner, the proposed speech
r should be able to independently synthesize each segment.
ming that spectral information changes slowly within one
ent, the spectral coefficients are quantized by using a length-

d interpolation method similar to the method introduced in [7].
eet the random access requirement, excitation signals at the

nning of the segment including the first pitch-pulse are quan-
using a non-predictive coding scheme. To further improve

oding efficiency, the proposed coder also utilizes a predictive
ng method when they are applicable, i.e. after the look-back
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Figure 1: Average spectral distortion (dB) for various maximum
threshold values.

memory buffer is full due to the non-predictive coding.

2.1. Spectral Information

Since spectral parameters show high correlations among succes-
sive time frames, the redundancies caused by spectral quantiza-
tion can be increased if they are quantized at every frame inter-
val. A good approach to reduce the redundancy is using the tem-
poral decomposition (TD) method [7]. The TD method adopts a
rate-distortion criterion to efficiently quantize spectral parameters.
Eq.(1) represents the temporal decomposition using a length-based
interpolation method. In an off-line processing like our system, in-
terpolation functions can be obtained by utilizing all LSP vectors
in training corpus.

âi(n + nk) = φi,N (n)ai,k + {1 − φi,N (n)}ai,k+1,
0 ≤ n ≤ nk+1 − nk = N, 1 ≤ i ≤ p,

(1)

where nk is the location of the kth target LSP vector, p is the LSP
order, ai,k is the ith LSP coefficient of the kth target LSP vector,
and φi,N (n) is the N -length interpolation function for the ith LSP
coefficient.

The target LSP vectors are determined based on a criterion
of minimizing the number of bits, while constraining maximum
spectral distortion to be below a given threshold. To determine the
target LSP vectors to be quantized within one segment, we modify
the algorithm as shown in eq.(2). Let A = [a1, a2, · · ·, aK ]
denote candidates of the target LSP vectors within one segment,
which are obtained from linear predictive analysis at every 10 ms.
By using the criterion of eq.(2), we determine locations of the tar-
get LSP vectors, L = [l(1), l(2), · · ·, l(M)], where M is the
number of selected target LSP vectors within one segment.

l(m) = arg max
l(m−1)<k≤K

{Dmax(ak, al(m−1)) ≤ dthres}, (2)

where l(1) = 1, Dmax(ak, al(m−1)) is the maximum spectral
distortion (SD) between the interpolated and the original LSP vec-
tors in the interval

〈
nk, nl(m−1)

〉
, and dthres denotes a threshold

value defining the maximum SD. The interpolated LSP vectors
are obtained from eq.(1). Eventually all the selected 10-th order
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re 2: Average number of determined target LSP vectors within
segment for various maximum threshold values.

vectors for 8kHz speech are quantized by a 24-bit split vec-
uantization method [8]. Using 49216 female speech segments
pled at 8kHz of the Voiceware database [9], we measure the
age spectral distortion for different threshold values, dthres.
1 shows the average spectral distortion depending on various
imum threshold values. The proposed quantization method

ps consistency on spectral distortions although the length of
ent increases. To estimate required bits for the proposed

ntization scheme, the average number of selected target LSP
tors within one segment are computed by varying threshold
es. Fig.2 shows the results. In this figure, ‘Upper bound’
ns the quantization method of LSP parameters extracted at ev-
10ms interval. For example, in case of using the threshold
e of 2.0dB, the number of target LSP vectors to be quantized
early half of the number of ‘Upper bound’. The quantization
me with lower threshold can have better performance in terms
pectral distortion, but it needs more bits due to an increasing
ber of target LSP vectors. Thus, trade-off is necessary.

Excitation Signal Modeling

fulfill the requirement of random access capability, excita-
signals should be independently quantized on a segment-by-
ent basis. Conventional speech coders utilize the adaptive and

hastic codebooks to model excitation signals. Since the adap-
codebook efficiently models pitch-pulse waveforms in voiced
ch regions, it plays a very important role in speech quality.

Figure 3: Proposed coding structure for excitation signals



Table 1: Weighted segmental SNR (dB) and codebook memory
size (kbyte) for different quantization schemes of the first pitch
pulse.

Weighted Memory sizeQuantization scheme
seg. SNR (dB) (kbyte)

11-bit VQ 6.38 163.8
12-bit VQ 6.82 327.7
13-bit VQ 8.01 655.4

The adaptive codebook consists of excitation information of the
previous frame, which recursively affects the overall speech qual-
ity. However, in our application, since each segment starts to be
modeled without any knowledge of previous excitation informa-
tion, the adaptive codebook causes the quality degradation of syn-
thetic speech.

To improve the performance while keeping bit-rate as low
as possible, we propose three types of coding schemes : non-
predictive unvoiced signal modeling(5ms NPF-I type), the first
pitch-pulse modeling(5ms NPF-II type), and predictive signal
modeling(10ms PF type). Fig.3 shows the proposed coding struc-
ture for excitation signals. Before modeling the first pitch pulse,
only a stochastic codebook is used for modeling non-predictive un-
voiced signal. In the procedure of modeling the first pitch-pulse,
a speaker-dependent pitch-pulse codebook replaces the conven-
tional adaptive codebook for pitch prediction. To further improve
the coding efficiency, the proposed coder flexibly combines non-
predictive and predictive type methods.

2.2.1. The first pitch pulse modeling with a speaker dependent
pitch-pulse codebook

We propose a speaker-dependent pitch-pulse codebook to model
the first pitch pulse. To reduce redundancy and improve the com-
pactness of the codebook, we design the codebook with peak-
aligned pitch pulse waveforms. The peak point of the first pitch
pulse is determined by using a pitch marking information given
from the TTS system. After determining the peak point, M , the
first pitch pulse of 5 ms long is extracted within one segment. Con-
sidering that the minimum pitch period is generally 2.5 ms, the
length of the first pitch pulse is determined to include only one
pitch pulse.

Based on the generalized Lloyd algorithm (GLA) [10], the
codebook is designed by using peak-aligned pitch pulses in the
training corpus. Table 1 represents performance of the proposed
codebook in terms of weighted segmental SNR (dB) [11] and re-
quired memory size (kbyte). Since our TTS system has limitation
on an allowable run-time memory size of less than 500 kbyte, we
utilize the 12-bit VQ method to model the first pitch pulse. To
enhance the modeling accuracy, the remaining residuals are quan-
tized by using a stochastic codebook.

2.2.2. Predictive modeling of excitation signals

After the front regions of each segment are modeled with two non-
predictive coding schemes, we may employ a predictive coding
method after them. To improve the coding efficiency, the con-
ventional adaptive codebook is used for pitch prediction, and we
propose a safety-net gain quantization scheme.

Fig. 4 depicts a block diagram of the proposed safety-net gain

(g

Figu
tion

quan
quan
gain
II is
quan
g̃1(n

whe
d(n
weig
ter q

3.1.

Base
with
Assu
num
LSP
each
betw
of n

sign
are
the
note
pose
Sinc
the o
ture
[12]
para
for s

3.2.

By u
show

215

INTERSPEECH 2006 - ICSLP
( )ng�
VQ-I

VQ-II

1Z −

)n
1( )ng�

2 ( )ng�( )nd ( )nd�

( 1)n −g�

re 4: Block diagram of the proposed safety-net gain quantiza-
method.

tization method, where g(n) = [gp(n), gc(n)]T is the un-
tized gain vector consisting of pitch and stochastic codebook
s. VQ-I is a trained memoryless vector quantizer, and VQ-
a trained memoryless differential quantizer. By using this
tization scheme, we can obtain two quantized gain candidates,
) = [g̃1,p(n), g̃1,c(n)]T and g̃2(n) = [g̃2,p(n), g̃2,c(n)]T .

dp(n) = gp(n) − g̃p(n − 1),

dc(n) = gc(n)/g̃c(n − 1),

g̃2,p(n) = g̃p(n − 1) + d̃p(n),

g̃2,c(n) = d̃c(n) · g̃c(n − 1),

(3)

re d̃(n) = [d̃p(n), d̃c(n)]T is the quantized version of
) = [dp(n), dc(n)]T . By comparing two perceptually
hted error [12] related to g̃1(n) and g̃2(n), we select the bet-
uantized gain, g̃(n) that has lower weighted error.

3. Implementation and Performance
Evaluation

Implementation

d on the results of Fig.1 and 2, we designed the quantizer
the threshold value, dthres, of 2.0dB for spectral parameters.
ming that a segment is N×10ms long, it needs 4 bits for a
ber of target LSP vectors, M, N-2 bits for positions of target
s, and 24×M bits for quantization of target LSPs. In addition,
segment needs 6 bits for a time-shift caused by the difference
een start points as described in Fig.3, and 3 bits for a number

on-predictive frames such as NPF-I and NPF-II.
Table 2 describes a bit allocation for each type of excitation
al modeling. ‘Pitch’ in the NPF-II frame and in the PF frame
related to the speaker-dependent pitch pulse codebook and
conventional adaptive codebook, respectively, and ‘FCB’ de-
s a fixed codebook for modeling random signals. The pro-
d algorithm used an ACELP structure for the fixed codebook.
e the speech quality of non-predictive frames mainly affects
verall quality of synthesized speech, we use the ACELP struc-
with 10 pulses [13] in non-predictive frames and with 4 pulse
in the predictive frame. As explained in Section 2.2.2, gain

meters are quantized by using the safety-net method with 1 bit
election in the predictive frame.

Performance Evaluation

sing the Voiceware[9] Korean database sampled at 8 kHz, we
the performance of the proposed algorithm being applied



Table 2: Bit allocation for excitation modeling methods

Coding 5ms 5ms 10ms PF
parameters NPF-I NPF-II 1st 5ms 2nd 5ms

Pitch · 12 8 5
FCB 35 35 17 17
Gain 10 10 1+7 1+7

Total 45 57 33 30

to the Voiceware TTS synthesizer with 49216 speech segments.
PESQ1[6] and WMOPS[2] are used as objective quality and com-
plexity measurement. For experiments, we used 15 female and 15
male speech samples of 6 to 8sec long each, generated from the
TTS system with 30 text files. Table 3 shows PESQ scores of the
proposed algorithm with reference to the synthesized speech using
original signals.

Table 3: PESQ scores of the proposed algorithm

PESQ scores Male Female Average

Mean 3.414 3.420 3.417
STD. 0.041 0.072 0.056

We measured the computational complexity of decoding pro-
cedure in terms of WMOPS, which reflects the complexity weight
of 16- and 32-bit arithmetic operations in the fixed-point descrip-
tions. Table 4 shows the complexity of the proposed synthesizer
by classifying it with NPF-I, NPF-II, and PF frames. The pro-
posed algorithm mainly needs table look up and synthesis filtering
for the decoding process, which is trivial in terms of complexity.
The post-processing means a short-term post-filtering procedure
widely used in standard speech coders, which enhances spectral
formant regions of synthesized speech signals. The result shows
that the proposed synthesizer has low computational complexity,
considering that ITU-T standard G.729 annex A [14] has complex-
ity of around 1.62 WMOPS for total decoding procedures.

Table 4: Computational complexity of the proposed synthesizer

Frame structureWMOPS
NPF-I type NPF-II type PF type

Decoding 0.530 0.587 0.788
Post-processing 0.501 0.501 0.501

Total 1.031 1.088 1.289

1The quality of synthesized speech is influenced by an overall perfor-
mance of TTS systems. To estimate the speech quality caused by only a
database compression, however, we measure PESQ scores with reference
to the synthesized speech using original signals.
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4. Conclusion
paper proposed a speech coding and synthesis algorithm

TTS synthesizer database based on analysis-by-synthesis
digm. We proposed the speaker dependent codebook to model
-pulse shapes. The rational behind the idea was that pitch-

e shapes for one speaker might be restricted because of lim-
pronunciation and physical characteristics. Additionally, to

ease coding efficiency, the mixed structure of non-predictive
predictive frame types were employed. From the performance
fication tests with TTS Korean databases, we confirmed that
proposed coder had a compression ratio of about 1/13, very
complexity of around 1.2 WMOPS, and random access capa-
y.
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