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Abstract
This paper presents an English-Iraqi Arabic speech-to-speech sta-
tistical machine translation system using limited resources. In it,
we explore the constraints involved, how we endeavored to mit-
igate such problems as a non-standard orthography and a highly
inflected grammar, and discuss leveraging existing plentiful re-
sources for Modern Standard Arabic to assist in this task. These
combined techniques yield a reduction in unknown words at trans-
lation time by over 40% and a +3.65 increase in BLEU score over
a previous state-of-the-art system using the same parallel training
corpus of spoken utterances.
Index Terms: speech translation, limited resources, Arabic

1. Introduction
The Arabic spoken dialect of Iraq is a language deprived of the
vast resources that researchers enjoy when working with its writ-
ten counterpart, Modern Standard Arabic (MSA). While the in-
tersection of vocabulary for Iraqi Arabic and MSA is substantial,
at least 20% of the Iraqi Arabic lexicon is distinct from this set,
having been heavily influenced by Persian, and, to a lesser extent,
Turkish.

Despite large lexical and phonemic differences, Iraqi Arabic
grammar remains distinctly Semitic. However, major grammati-
cal deviations from MSA [1] include changes in word order, the
absence of a noun declension system, and several modifications to
the standard set of inflectional morphemes.

With these differences in mind, we describe the development
of the required software components to build a mobile speech
translation device in order to aid communication in urban sit-
uations between English-speaking military personnel and Iraqi
Arabic-speaking civilians. Due to the nature of the domain and
task, the input to the speech system can be expected to be noisy,
with a high rate of profanities, disfluencies, and transcription er-
rors in the training data, which should ultimately be corrected or
eliminated.

2. Speech-to-Speech Translation for a Mobile
Device

In a single direction, an Arabic-to-English speech-to-speech trans-
lation system requires an Arabic speech recognition component1,
an Arabic-to-English machine translation component2, and finally

1Developed by SRI International, Inc.
2Developed jointly at USC/ISI and Language Weaver, Inc.
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re 1: System schematic for the bidirectional speech-to-speech
slation system.

nglish text-to-speech component3. The components for the
lish-to-Arabic direction are defined analogously. Figure 1
s the relationships among system components. Both Ara-

and English speech recognition components generate textual
ut given their acoustic inputs, which is then passed to the ma-
e translation component. The machine translation component
slates the source text into the target language, and passes the
slation on to the appropriate text-to-speech engine.

The entire system, composed of these components, is installed
laptop, ruggedized for use in urban situations. In what fol-
, we concentrate on the machine translation component of this

ect. We first describe a baseline system, its evaluation using
LEU score MT evaluation metric [2], and challenges limiting
erformance of the system. Then, for each issue presented, we

il our solution and impact on BLEU. Finally, each technique
ribed is combined into the final translation system to yield a
tantial improvement in BLEU score and output quality.

We evaluate the techniques described below with respect to a
line system: a state-of-the-art phrase-based statistical machine
slation system described in [3]. We train this baseline system
ur English-Iraqi Arabic parallel corpus of 36,895 utterances,
evaluate using a held-out test set of 1,903 utterances and one
rence translation for each utterance. This yields a BLEU score
6.07, with 95% confidence interval 24.97 - 27.42.

Developed by Cepstral, LLC.
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Corpus Statistic English Iraqi English Iraqi
Training Training Test Test

Utterances 36, 895 36, 895 1, 903 1, 903
Running words 438, 911 305, 889 17, 457 12, 094
Words per utterance 11.9 8.3 9.2 6.4
Unique words 8, 776 29, 238 1, 701 3, 454

Table 1: Summary statistics for parallel training and test corpora.
The training corpus compiled from 40 hours of in-domain, tran-
scribed and translated English and Iraqi speech audio as part of
the DARPA Transtac program. A set of 17 dialogues was held out
from the original training data to form a separate test set such that
no speaker in the test set would appear in training. MT component
evaluation is performed on transcriptions of these dialogues.

3. A Highly Inflected Grammar
Iraqi Arabic is rich with prefix and postfix morphology. This likely
accounts for the large difference between this and English in terms
of utterance length and observed unique words. As seen in Table 1,
the Iraqi vocabulary, without morphological analysis, is 3.33 times
larger than its counterpart English vocabulary for the same train-
ing corpus. This means that much more parallel data is required
in order to accurately learn translations for the increased number
of unique words and phrases that result. Given the relatively small
amount of parallel data for the task at hand, this presents an addi-
tional challenge for producing high-quality translations.

3.1. Morpheme segmentation

Given a list of known affixes and a list of known uninflected words,
we employ a rule-based scheme to perform morpheme segmenta-
tion on Arabic words. In doing this, we are able to reduce the total
vocabulary size by over 40%, and reduce the number of unknown
words, words unable to be translated by the system, by almost half.
Perhaps most importantly, this raises the BLEU score from 26.07
to 28.50, with 95% confidence interval 27.23 - 29.82. This is a
2.43 point increase over the baseline system.

Since the number of inflectional affixes is small, a list of
known affixes can easily be compiled with the help of a basic
grammar book, such as [4]. See Table 2 for a list of affixes used
here and their respective glosses. We segment only those inflec-
tional morphemes which often align quite naturally to their English
translations.

To compile a list of known uninflected words, we make use
of several resources. We first compile a list of all words seen in
the training data not appearing to carry any known affix. More
words are added to this list of stemmed words from a mined MSA
dictionary as well as from manual examination of the data. Note
that although the accuracy of the algorithm below is highly depen-
dent on a reliable lexicon, it performs quite well with the wordlist
compiled in a one person-day, as described above.

3.2. Segmentation algorithm

We assume an input Arabic word takes the form
p1p2...pnws1s2...sm, where w is inflected by n prefixes
and m suffixes. For Arabic, m = 1. For each word in the corpus
to be segmented, we first check to see if that word exists in the
pre-compiled lexicon of uninflected words. If it does, then we
skip segmentation and move on to the next word.
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refix Gloss Suffix Gloss

the+ +1-sg-pron

and+ +1-sg-pron (verbal)

for+ +2-sg-pron

to/in+ +3-sg-masc-pron

so/then+ +3-sg-fem-pron

what+ +1-pl-pron

negation+ +2-pl-masc-pron

negation+ +2-pl-fem-pron

negation+ +3-pl-masc-pron

for+the+ +3-pl-fem-pron

this+

on+the+

e 2: Iraqi Arabic affixes considered by our morpheme segmen-
n method, not including over 20 combinations of these affixes
d in the training corpus.

Otherwise, if any combination of known affixes from Table 2
ar in the orthography, those affixes are segmented off to isolate

The segmentation is kept if w appears in the training corpus.
erwise, the input word is left as-is.
In the uncommon event that the segmentation is ambiguous,
multiple analyses are possible, we take the analysis with the
t frequently occurring w, as counted in the training corpus. For
task and training corpus, this heuristic proved to yield reliable
lts in terms of choosing the correct segmentation. In other
tions, more sophisticated methods may be required.

4. A Non-standard Orthography
econd challenge presented by the data given is widespread
ling errors and inconsistencies in both English and Iraqi Ara-

For example, Table 3 shows the counts and respective or-
raphies for the eight different ways in which the Arabic first-
on singular pronoun was transcribed. On the English side,
e exist many different transliterations for a single given Ara-
roper name. For example, Qoran/Qor’an/Koran.

Traditionally, this problem is often mitigated by applying a
al set of character-based normalization rules to a given text,
“All instances of character X are mapped to character Y”

haracter pairs (X,Y) observed to be frequently interchanged.
le this does have the effect of standardizing orthographies of
y words, it may also introduce many potential ambiguities, as
.
As a concrete example, consider the following two pairs of
ds differing in edit distance by a single character:

Gloss Observed Arabic Transliteration

(1) name <sm

(2) name >sm

(3) imam <mAm

(4) in front of >mAm

Suppose that every instance of the Arabic character , translit-



erated as (<), is normalized to the Arabic character , transliterated
as (>). Then the two orthographies for the words meaning “name”
become standardized, but a new ambiguity is introduced in words
(3) and (4) after normalization.

For speech-to-speech applications, this method of normaliza-
tion may be less than ideal. Characters which are eliminated or
changed due to normalization, such as the Arabic hamza ( ), gen-
erally carry important acoustic information for a text-to-speech en-
gine. Thus, the ultimate goal is to have a single canonical orthog-
raphy for semantically identical words, and minimize the amount
of new homographs introduced into the text.

The technique we describe attempts to standardize the orthog-
raphy of words of type (1) and (2), while avoiding the introduction
of new ambiguities which arise from context-independent, global
character-based changes.

4.1. Algorithm

We would like to cluster groups of Arabic words, varying mini-
mally in orthography, but all having identical semantics. Ortho-
graphic distance is computed using a weighted Levenshtein dis-
tance metric, measuring the minimum number of insertions, dele-
tions, and substitutions of characters necessary to get from one
orthography to another. In standard Levenshtein distance, each
of these operations constitutes a cost of 1. We assign a substitu-
tion cost of 0 for any substitution among characters observed to be
often interchanged. Not surprisingly, in our corpus these sets of

characters are variations on the same base glyph, such as { }.

In addition, our scheme sets deletion costs of word-final char-
acters and to 0, since the transcription of these was also not

consistent throughout the text. Thus, the cost of the substitution

→ is 0, while the substitution cost of → remains 1.

After orthographic distance is computed, the existence of
shared semantics among words in a given cluster, already deter-
mined to be similar in orthography, is decided via contextual anal-
ysis. For each word in the group, two vectors of word frequencies
are computed. The first is a pre-context vector, holding counts of
the k− words preceding the word in question. The second is a
post-context vector, holding counts of the k+ words following the
word in question. In our experiments, we set k− = k+ = 1.

Cosine similarity among all pre-context vectors is computed,
and likewise for all post-context vectors. If all of the pre-context
or post-context vectors (or both) are within a certain threshold of
cosine similarity to each other, then the words in that group are
deemed semantically equivalent.

For each group of words collected, whose members are judged
to be semantically equivalent, we would like to normalize the or-
thography of each to a single standard form. We pick as the stan-
dard orthography the word wstd with highest frequency in the
training corpus, and produce normalization rules wi → wstd for
each word wi �= wstd in the group.

Thus, the object of this algorithm is to induce a list of normal-
ization rules from the raw training corpus. After groups of words
are collected, and standard orthographies for each group are cho-
sen, we then apply those normalizations to the text in the training
and test corpora.
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Orthography Count

(a) 5452

(b) 628

(c) 464

(d) 414

(e) 157

(f) 38

(g) 30

(h) 1

e 3: Observed orthographies and respective counts for the
i Arabic first-person singular pronoun.

5. Results for Segmentation and
Orthographic Normalization

report both cumulative and component BLEU scores. Cumula-
BLEU scores were derived by cumulatively adding optimiza-
s to a baseline system in decreasing order of impact. The de-

of impact on the BLEU score was determined by the com-
ent BLEU scores, derived by evaluating the system with each
vidual vocabulary optimization in isolation.
Table 4 shows BLEU scores with confidence intervals for each
bulary optimization technique described above, in addition to
operations performed on the English side of the parallel cor-
(1) Segmenting ’s from all words, e.g. Ali’s → Ali ’s. This

nerally standard practice. (2) Manually standardizing English
sliterations of Iraqi proper nouns and applying spell-check to
ntire corpus with ispell.
Combining these with morpheme segmentation and ortho-
hic normalization as vocabulary optimization steps before
ing, yields a final BLEU score of 29.72. This is a +3.65 point

ease over the 26.07 score for the baseline system.
Most of the improvement over the baseline can be attributed
rabic morpheme segmentation. Indeed this technique resulted
e largest percent reduction in vocabulary size and number of

nown words. For the baseline system trained on the entire par-
corpus, there were 29,238 unique Iraqi Arabic words. After
entation there were 17,138 – a 41.4% reduction. After or-

raphic normalization, vocabulary size was further reduced to
70 to give a 42.6% total reduction in Iraqi Arabic vocabulary
.
For the baseline system, there are 634 instances of unknown
ds after translation of the test set containing 12,094 Arabic
ds. After morpheme segmentation there are 356 unknown
ds. This is a total reduction in unknown words by 43.8%.

6. Revisiting Translation and Language
Models

parallel corpus consists of two types of utterances: (1) utter-
s spoken by native Iraqi speakers (labeled A) and their English

slations (labeled A2E), (2) utterances spoken by native English
kers (labeled E) and their Arabic translations (labeled E2A).
In the training corpus, Arabic utterances from native speak-
and Arabic utterances derived from translated English differ
ocabulary and sentence structure. For example, many Ara-
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Customization BLEU score

Baseline (no re-weighting) 27.84
LM only 28.93
TM only 28.40
LM and TM 29.17

Table 5: Impact on BLEU score from applying three different re-
weighting schemes to the Translation and Language models.

bic idiomatic expressions only appear in the A labeled utterances.
For translation of‘ these utterances, we can distribute extra weight
to A/A2E utterance pairs for the translation and language models
when the spoken input language is Arabic, and similarly for En-
glish and E/E2A utterance pairs. In effect, the translation and lan-
guage models might be considered customized to the speaker.

We consider re-weighting the training data for both the lan-
guage model (LM) and translation model (TM), and consider both
in isolation. These are customizations for the scenario in which the
spoken input language is Arabic; we expect similar results for En-
glish. In these experiments, the system is evaluated with a subset
of the test set from Table 1, comprised only of the A utterances. Ta-
ble 5 shows re-weighting of both LM and TM provide the largest
positive impact.

7. Discussion
We have discussed several techniques aimed at increasing the
accuracy of a machine translation system trained on limited re-
sources. These techniques are easily implemented and incorpo-
rated into existing machine translation systems as preprocessing
steps applied to a parallel corpus, and have been shown to pro-
vide benefit to overall output quality through significant BLEU
score increases. Contextual orthographic normalization, in partic-
ular, requires little linguistic knowledge, save for setting a reason-
able weighting scheme for the employed string-distance function.
This technique can be easily adapted to other languages in which
spelling or diacritical inconsistencies are common.

From the results of the preceding experiments, we make sev-
eral key conclusions:

• Our lexicon-based morpheme segmentation provides a sig-
nificant boost to BLEU score and machine translation out-
put quality in a sparse data setting.

• Context dependent word-based orthographic normalization
is a feasible and practical alternative to global character-
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based normalization, especially for applications in which it
is preferable to preserve acoustic information encoded in a
text.

• The assistance of existing tools for Arabic morpheme seg-
mentation and analysis developed for Modern Standard
Arabic [5], [6] is limited when applied to Iraqi Arabic, and
likely when applied to other dialectal variants with signifi-
cant divergence in grammar and lexicon, as well.

• The inclusion of a large Modern Standard Arabic news cor-
pus provides no significant gains in BLEU score when eval-
uated on the test corpus. However, results from subsequent
human evaluations of the system trained on both Iraqi data
and a 500,000 sentence MSA corpus show that inclusion
of MSA is relevant for translating utterances with words or
phrases outside the intended domain, since users of these
systems often stray onto the fringes of the domain.
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Baseline 26.07 24.79 - 27.42 26.07 24.79 - 27.42
+Iraqi Segmentation 28.50 27.22 - 29.82 28.50 27.22 - 29.82
+English Segmentation 28.87 27.66 - 30.21 26.78 25.44 - 28.07
+Iraqi Normalization 29.33 28.09 - 30.63 26.69 25.38 - 28.06
+English Norm./Spelling 29.72 28.47 - 31.04 26.52 25.25 - 27.89

Table 4: Cumulative and component BLEU scores. In order to derive cumulative BLEU scores, the optimization type with the greatest
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by component score.


	Welcome Page
	Hub Page
	Session List
	Table of Contents Entry of this Manuscript
	Brief Author Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Detailed Author Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	------------------------------
	Abstracts Book
	Abstracts Card for this Manuscript
	------------------------------
	Next Manuscript
	Preceding Manuscript
	------------------------------
	Previous View
	------------------------------
	Search
	------------------------------
	No Other Manuscripts by the Authors
	------------------------------

