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Abstract
A Successive State and Mixture Splitting (SSMS) algorithm for 
optimizing the size of models used in speech recognition for 
small size of mobile devices is proposed in this paper. The 
proposed algorithm employs essentially Continuous Hidden 
Markov Model (CHMM) structure and this CHMM consists of 
variable parameter topology in order to minimize the number of 
model parameters and to reduce recognition time. SSMS splits 
the Gaussian Output Probability Density Distribution (GOPDD) 
for variable parameter context independent model. Unlike the 
Successive State Splitting generating context dependent model, 
the algorithm constructs context independent model with 
suitable number of states and mixtures for each recognition 
units by automatic splitting of GOPDD in time and mixture 
domain. The recognition results showed that the proposed 
SSMS could reduce the total number of Gaussian up to 40.0% 
compared with the fixed parameter models at the same 
performance in speech recognition. 
Index Terms: speech recognition, SSMS, mixture splitting 

1. Introduction
There has been much interest in intelligent multimodal 
interfaces with the growth of mobile information devices. This 
is primarily motivated by the need for providing convenient 
user interface to small size of mobile devices such as Personal 
Digital Assistants (PDA). In some customized PDAs, speech 
recognition and character recognition modalities have already 
offered, so as to maximize convenient user interfaces [1]. 

The Hidden Markov Model (HMM) is the most widely used 
technique in speech recognition and Phoneme based Continuous 
HMM (CHMM) is used as a basic recognition unit for various 
speech recognition system. The following conditions should be 
satisfied for CHMM to be effectively applied to customize 
mobile devices; 1) The recognition system has to maintain the 
recognition accuracy in conventional system. 2) Real time 
processing should be achieved. So, the size of CHMM should 
be minimized.

Usual CHMM has a fixed parameter model topology (i.e. a 
fixed number of states and a fixed number of mixtures). But this 
topology has a problem that could not represent wide variety of 
distinctive feature parameters sufficiently in an individual 
recognition unit. To solve this problem and to reduce the 
number of parameters with small error rate, Several approaches 
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h as parameter histogram, AKAIKE Information Criterion 
IC) [2], and Bayesian Information Criterion (BIC) [3] have 
n reported. These approaches have variable parameter model, 
ich consist of variable number of states and mixtures, but 
ermine the number of states and mixtures for a phoneme 
hout considering those of other phonemes. This can cause to 
rease the recognition rate. As these approaches have the 
e number of mixtures for all phonemes, a phoneme that has 

ompact distribution must also have a complicated structure 
 this can cause real time processing difficult.  
Therefore, our main interest is focused on developing a 

thod that selects both suitable number of states and suitable 
ber of mixtures in each individual phoneme automatically. 
this paper, a splitting algorithm of Gaussian Output 
bability Density Distribution (GOPDD) is employed to 
omatically decide model topology. This algorithm is similar 
Successive State Splitting (SSS) [4], which is often used in 
 states context dependent models. But, our method is 

ferent from the SSS, as it splits the GOPDD in mixture 
ain, instead of in context domain.
This paper is organized as follows. The following section 

sents conventional variable parameters models and section 3 
cribes the proposed splitting method of GOPDD. Section 4 
es a brief review of system architecture with the 
processing of speech recognition. Recognition results of the 
tem are reported in Section 5. Finally, conclusions are given. 

Conventional Variable Parameter Model 
ual CHMM has a fixed parameter model topology (i.e. a 
ed number of states and mixtures). However, such a topology 
ld not represent distinctive features for individual 
ognition units.
erefore, variable parameter model topology based methods 
h as Maximum Likelihood, parameter histogram, AIC, and 
 have been developed to reduce the number of parameters 

ile maintaining the recognition rate. AIC [2] evaluates the 
elihood with the penalty term to reduce the number of 
ameters. BIC [3] is very similar to the AIC, but uses the 
alty term including the number of training data. The two 
thods are categorized to Information Criterion.
Fig. 1 shows an example of variable parameter model 

ology generated by these methods. In these approaches, the 
hors showed that variable parameter model topology has 
ter performance than the fixed parameter models [3][8]. 
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From the Fig.1 we can see that the model topology can give
different number of states for different phoneme but has the 
same number of mixtures in a model.

Phoneme: d

Phoneme: ch

Phoneme: b

Phoneme: b~

Mixture

Figure 1 An example of variable parameter model
topology

3. Successive State and Mixture Splitting 
The acoustical characteristics of phonemes are greatly
influenced by various factors, such as phoneme context, speaker 
characteristics, and the speaking rate of utterance. Many
algorithms such as SSS-FREE, Maximum Likelihood SSS [9], 
Decision Tree SSS (DT-SSS) [5] have been proposed for
constructing context dependent models. In general, it is known 
that the context dependent models perform better than the 
context independent models, but require much more memory.
Taking account into low cost and memory limited mobile
devices, context independent model is applied to the system in 
this paper.

Here, we propose a splitting algorithm, so called Successive 
State and Mixture Splitting (SSMS), which splits the GOPDD
for variable parameter context independent model.

Unlike the SSS algorithm generating context dependent
model, the SSMS algorithm constructs context independent
model with suitable number of states and mixtures for each 
recognition units by splitting GOPDD. The SSS is done in time
and context domains, while the SSMS splits the GOPDD in time
and mixture domain. The outline of the SSMS algorithm is
illustrated in Fig. 2. The algorithm consists of three steps as 
follows.

Step 1: Training of initial models
In the system, initial model should be constructed for 
recognition. 48 phonemes of context-independent HMM 
with three-state and one-mixture are used as the initial model.

Step 2: Find GOPDD for splitting 
For each state with M-mixture GOPDD, calculate the
normalized distribution size . Let be the state to split
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Where, K denotes the dimension of the feature vector, 

miim  represent weight coefficients, in denotes the nu
2
ik  denotes the k-th 

variance of all samples. A state is selected with maximum
distribution value in time domain splitting, and with 
maximum weight value among M-mixture GOPDD in 
mixture domain splitting. 

mber

of training sample assigned to the state, 

2 is split again in time and mixture
Step 3: Split of GOPDD. 
The selected state in step
domain respectively. The embedded training via forced
alignment is applied to select maximum likelihood splitting
domain because of changing the model’s structure.

Initial Model (Each CI Phone ) One GOPDD

Find a state for splitting
Find a GOPDD for splitting

Embedded training &
Recalculate distributions

Find the best splitting domain

Phoneme: d

Phoneme: ch

Phoneme: b

Phoneme: b~

Mixture domainTime domain

Figure 2 Generation of a SSMS model 

. 3 show Where the s a simple splitting example of SSMS.
ge circle denotes one state and small circle denotes one 
PDD in corresponding state. 

Time domain Mixture domain

One GOPDD

Figure 3 The splitting examples in time and mixture 

ple, the second state on upper line is split by
M

domain

In this exam
S. The lower left corner shows that the state can be split

o two states with the same number of mixtures. In the lower



right corner, two mixtures in the state can be split into three 
mixtures.

Time domain Context domain

One GOPDD

Figure 4 The splitting examples in time and context 

The original SSS algorithm split the states in both context 
and

4. Speech Recognition System 
Fig. 5 sho rking on

domain

time domain as illustrated in Fig. 4. Note that all split states
have one mixture. Step2 through Step 3 are repeated until M
reaches the specified number. As the model generated by the 
three steps of SSMS has suitable number of states and each state
has appropriate number of mixtures, the proposed algorithm can
be regarded as to be more general for generating variable
context independent model. In addition, this algorithm allows 
more effective memory managements, in terms of the number of 
states and mixtures, than the fixed parameter model. 

ws the recognition system architecture for wo
PDA or on small size of mobile devices.

Speech
Input

Preprocessing
voice activity

detection,
windowing,

 power normalization

Feature Extraction
MFCC, Delta MFCC,

Delta Delta MFCC
Power, Delta Power

Speech
Observation

Sequence

One -Pass Dynamic
Programming

Speech
lexicon

Result

Initial  CHMM
Speech: S3_M1Variable

parameter model
Speech: 48

phonelike unit

Auto &
Manual
Labeling

Make Dictiionary

Trained CHMM
state and mixture
splitting method

Pitch Extraction
YIN

Voice/Non-voice
Classification

Figure 5 System architecture

In this system, speech data are taken through microphone on
the devices and 39-order of Mel Frequency Cepstral Coefficient 
(MFCC) is extracted for speech recognition, where cepstral
mean normalization is adopted for its use in the noisy
environment. The voice activity detection, which rejects non-
voiced input in pre-processing, is also adopted for realizing a
highly reliable system. The detection is carried out by using the 
ratio of a reliable fundamental frequency contour of the whole
input interval. Total of 48 CHMM models are trained through 
labeling. The recognition is performed by using one pass
dynamic programming  algorithm [6].
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5. Experiments
e tasks are 452 Korean phoneme balanced words uttered by
male for Speaker Independent (SI) model for recognition. 

ble 1 shows the analysis conditions for the system. To show 
 effectiveness of variable parameter model using SSMS, we 

pare it with conventional fixed parameter model and DT-
S [5]. Fig. 8 shows SI word recognition rate with fixed 
ameter model and variable parameter model using SSMS. 

Table 1. Analysis condition

Preprocessing
8KHz sampling, 16bits 
16ms hamming window 
5ms frame shift 

Feature

12 MFCCs,12 delta MFCCs, 
12 delta delta MFCCs 
1 power, 1 delta power,
1 delta delta power 

DB KLE Korean Words 
Model M mixture variable parameter CHMM 

92

93

94

95

96

97

98

99

141 423 705 987 1269 1551 1833 2115
Number of GOPDD

SSMS

S3
S4
S5
S6

Re
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Figure 6 Comparison of recognition rates between SI 
fixed parameter models from 3state (S3) to 6state (S6)
and SI variable parameter model by SSMS (Where, no. 
of GOPDD= no. of phones x no. of states x no. of 
mixtures

We can see from the result that the recognition accuracy
reases as the number of GOPDD increases. The dotted line
icates the recognition performance by SSMS model, and 
ight-line indicates the recognition performance by fixed
ameter models having number of states from 3 to 6. The
ognition rate by SSMS model increases faster than other 
ed models to the maximum recognition rate of 98.2%. 

Table 2. Number of GOPDD of each model reaching to
the maximum recognition accuracy of 98.2% 

Model S3 S4 S5 S6 BIC SSMS

GOPDD 2115 2256 1645 1692 2131 987

Table 2 shows the number of GOPDD of each model that
ches to the maximum recognition accuracy of 98.2%. In this
le, we can find that the number of GOPDD is 1,692 for the
ed parameter model and 987 for SSMS model to reach 98.2% 
recognition rate. Therefore, SSMS can reduce models up to 

than the usual fixed parameter topology. Table 3 shows 
mples of model topology by SSMS that achieves maximum



recognition results. In case of phoneme "g,” the number of state 
is 5 and the first state has 4 mixtures, the second four, the third 
7…etc.

Table 4 show the recognition rates by context dependent 
model using DT-SSS. The results show that the context 
dependent model provides better recognition rate than the 
context independent models. In case of  a model which have 
300-state and 4-mixture, DT-SSS needs 24.7 MBytes of  
memory for running but SSMS 2.8Mbytes, meaning DT-SSS 
needs much processing time as compared with SSMS. So it can 
be said that SSMS will help reduce the size of models for 
recognition engine running on the small devices. 

Note that the decision tree based context dependent model 
requires, however, more than 1,000 of GOPDD, to achieve the 
recognition rate of 98.2%. 

Table 3. Examples of model topology by SSMS model 

Phone # Total 
state 1 2 3 4 5 6

g 5 4 4 7 5 6 -
gg 6 7 4 4 3 3 2
aa 3 3 7 8 - - -
ih 3 4 9 11 - - -

Table 4. Recognition rates by decision tree based 
context dependent model (#GOPDD) 

Number of mixture 
1 2 4

300 95.28 (300) 97.42 (600) 98.08 (1200)

600 97.49 (600) 98.20 (1200) 98.71 (2400)

1000 98.01 (1000) 98.67 (2000) 98.97 (4000)

N
um

be
r o

f s
ta

te
 

2000 98.75 (2000) 98.75 (4000) 99.19 (8000)

6. Conclusions
Usual CHMM has a fixed parameter model topology (i.e. a 
fixed number of states and a fixed number of mixture models), 
but can not represent wide variety of distinctive feature 
parameters sufficiently in an individual recognition unit. 
Therefore, it would be better for small mobile devices to have 
variable parameter models to reduce the number of parameters 
while maintaining the recognition rate. 

SSMS method was proposed for generating the variable 
parameter model automatically. The proposed SSMS allows 
reducing effectively the number of mixtures through splitting in 
mixture domain instead of in context domain. The experimental 
results indicate that the proposed SSMS can save the number of 
models up to 40% while maintaining the best recognition 
accuracy of the fixed model. This means that the proposed 
SSMS enables to be applied to compact mobile devices such as 
PDA. 
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